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Distributed Denial of Service (DDoS) attack is a major threat impeding service to legitimate requests on any network.

Although the first DDoS attack was reported in 1996, the complexity and sophistication of these attacks has been ever

increasing. A 2 TBps attack was reported in mid-August 2020 directed towards critical infrastructure, such as finance,

amidst the COVID-19 pandemic. It is estimated that these attacks will double, reaching over 15 million, in the next 2

years. A number of mitigation schemes have been designed and developed since its inception but the increasing

complexity demands advanced solutions based on emerging technologies. Blockchain has emerged as a promising and

viable technology for DDoS mitigation. The inherent and fundamental characteristics of blockchain such as

decentralization, internal and external trustless attitude, immutability, integrity, anonymity and verifiability have proven to

be strong candidates, in tackling this deadly cyber threat. This survey discusses different approaches for DDoS mitigation

using blockchain in varied domains to date. The paper aims at providing a comprehensive review, highlighting all

necessary details, strengths, challenges and limitations of different approaches. It is intended to serve as a single platform

to understand the mechanics of current approaches to enhance research and development in the DDoS mitigation

domain.
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1. Introduction

A distributed denial of service (DDoS) attack is a special type of denial of service attack that overwhelms the target or the

related infrastructure with malicious traffic. This is achieved using bots, a network of malware compromised computers

and other devices, under the remote control of an attacker (refer to illustration in Figure 1) . It severely hampers the

bandwidth and connectivity leading to disruption of all services on the network . Cloud ecosystems suffer maximum loses

due to complete service denial and service degradation .The primary target of DDoS attack is availability of resources for

genuine users. The malicious flooding overloads the network, exceeding its bandwidth capabilities and disrupting the

services . The target range varies from financial institutions, health care providers and government agencies to low key

public networks .

It is difficult to distinguish the attack traffic in a DDoS attack because of its similarity to the legitimate traffic . They behave

very closely to normal network packets, albeit in higher quantities and concentration towards the victim . This is more

prevalent during the early stages of attack, especially in low-rate and low-traffic attacks . The attack is usually measured

in volumetric parameters such as packets-per-second, bits-per-second and connections-per-second . A malicious attack

from a small number of nodes is easier to detect and mitigate. DDoS uses a significantly large number of nodes, and the

collective behavior drastically severs any chance of serving non-malicious requests . The compromised devices transfer

a large volume of packets without any breaks over the network, tricking the victim into recognizing them as legitimate

traffic. As a result, not only does the host communicate with different devices but with different types of packets as well [8].

DDoS attack has been proven as a resource battleground between the defenders and attackers; the more the resources,

the higher the chance of success .

DDoS attacks can be classified as brute-force attacks, spoofing attacks and flooding attacks. Flooding attacks are the

most common and severe among the three, thwarting the network bandwidth and blocking all legitimate requests. Survival

approaches are focused on single target victims and require victims to detect and manage the attack themselves.

However, a network wide flood requires mitigation approaches before it reaches the victims, making it suitable for multi-

targeted attack. DDoS cannot be blocked or prevented altogether by installing software patches and deploying

appliances. Therefore, Internet service providers either use scrubbing services or over provision their networks. Both the

methods are financially not feasible .
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Figure 1. Distributed denial of service (DDoS) attack .

The DDoS architecture consists mainly of zombies based on handlers’ models and Internet relay-chat. All communications

between the handler and the attack are usually encrypted, making the attack invisible from detection. Attackers spoof

MAC and IP addresses and are geographically well distributed, making detection a tedious effort.

DDoS attacks have rapidly evolved over time and have become very sophisticated. DDoS attacks severely affect an

organization’s computing, financial and infrastructural resources . The number of DDoS attacks has increased

exponentially over the years, not even sparing major cloud service providers such as Microsoft and Amazon EC2 .

Around 79 countries were affected by DDoS attacks during the first quarter of 2018. The longest attack duration was

about 297 h . A 1.3 TBps attack was reported affecting GitHub. A 1.7 TBps attack was reported later following the attack

on GitHub . Some established banks were severely affected by a peak 160 Gbps and 32 million packets per second

DDoS attack in April 2019 . Monetary losses of about $491 billion were reported in 2014 alone . Amidst the COVID-19

pandemic (mid-August 2020), a world-wide DDoS extortion attack amounting to 2TBps, targeting finance and the travel

industry, was reported by NetScout . It is predicted that DDoS attacks will double from 7.9 million in 2018 to 15.4 million

by 2023 . These numbers, attack traffic and timings clearly indicate the threat severity of DDoS attacks .

Different methods and technologies have been employed in previous years to tackle this severe resource drainer attack,

such as machine learning , deep learning , reinforcement learning , SDN , protocol tuning

, network traffic classifiers , network function virtualization , fog computing  and reputation scoring,

among others. In addition to struggling with scalability, high computation and communication overhead, the

aforementioned methods do not perform effectively in real world DDoS attacks. They not only suffer because of increased

volume of botnet and amount of traffic involved  but also due to the ever-increasing sophistication and complexities

of DDoS attacks .

2. Theoretical Background

2.1. DDoS Attack Types

DDoS attacks are aimed at denying service access to legitimate users targeting availability of network resources. The

attack procedure relies heavily upon distributed access to devices exploiting known vulnerabilities . Attacks are targeted

at various layers of the network infrastructure, e.g., application layer, transport layer, etc. . Based on the network

architecture, DDoS attacks are classified as follows :

1. Application layer attacks: This is a layer seven network architecture attack aimed at target resource exhaustion leading

to denial of service . The attacker leverages application or system vulnerabilities, causing network instability. These

attacks are often mistaken as implementation errors because of the low rate traffic required to execute them successfully.

Examples include HTTP flood, Slowloris and Zero-day attack. An HTTP flood is an attack whereby continuous access is

requested from multiple devices, exhausting the capabilities of the targeted device. A typical setup for an HTTP flood is

presented in Figure 2. Slowloris sends incomplete requests at predefined intervals, aiming at keeping the request

channels engaged for an extended period of time, preventing legitimate access to the target devices .

2. Resource exhaustion attack: Network layer and transport layer vulnerabilities are exploited by this DDoS attack. These

are also referred as state exhaustion attacks depleting computing resources such as computational power and primary

and secondary memories. Since this attack exploits protocol vulnerabilities in addition to being voluminous, it forms a
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hybrid between specific messages and volume being sent to the victim. TCP SYN floods send SYN messages to the

victim but provide no confirmation to the victim for establishment of a connection with spoofed source IP addresses. In this

manner, the target resources are exhausted over time, since it responds to each hand shake but never receives any

confirmation from the attacker . Other examples include Ping of Death, which are ping packets greater than 65,535

bytes, making the victim inaccessible, and Smurf attack, which destabilizes the victim services by sending a large volume

of ICMP packets . As seen in Figure 3, the attacker creates a network packet attached to a false IP address (spoofing),

transmitting an ICMP ping message. The network nodes are required to reply. The replies follow an infinite loop by being

sent back to the network IPs.

Figure 2. Application layer DDoS attack example .

Figure 3. Smurf Attack—resource exhaustion attack example .

3. Volumetric attacks: Massive amounts of data are sent to the victim using botnets or other amplification methods,

exhausting the bandwidth between the target and larger network/internet. UDP protocol is commonly used to exploit any

excessive increase in packet size. DNS amplification attacks perform service requests to change the source address field

with the victim’s address, causing response amplification by the servers and exhausting the victim bandwidth, as

demonstrated in Figure 4 . Similarly, ICMP floods send abnormal packets to target servers, making them

inaccessible to legitimate requests .
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Figure 4. UDP Storm—volumetric attack example .

2.2. Blockchain

Blockchain aims at cryptographically secured list of records on globally available computing devices. These records are

publicly certifiable, immutable and sequentially generated known as blocks. It is a distributed record keeping the ledger

accessible to numerous nodes for record keeping. It is an interconnected chain of nodes starting with the genesis block

with every next block, storing information about the previous node (see Figure 5). The nodes in this network possess the

capability of accepting or rejecting data transactions by constantly observing the data blocks. Each record in these blocks

is timestamped and added upon verification throughout the chain. Cryptographic hash functions map a random size input

message to a fixed size output message given by {0,1}* − {0,1} . While it might not replace the traditional information

sharing mechanisms completely, it represents a new paradigm in secure verifiable and immutable information sharing.

The blockchain is based on the following significant building blocks: database, block, hash, miner, transaction and

consensus mechanism .

1. Database: This aspect covers blockchains' fundamental capability or buildup of storing the information in a non-

traditional method and structure (rows and columns). It stores all transaction records of the participating users with high

throughput, no central control and immutable records, among others.

2. Blocks: Blocks store data associated with different transactions among the participating users. They are chained

together storing hash values of previous blocks, forming a loop of tightly interconnected data. Typically divided into two,

the header contains information about the block in the chain, while the latter part is associated with storing the actual

transactional data .

3. Hash: These are complex mathematical problems responsible for identification and verification. Miners must solve

these problems in order to trace a block, while the hash function for two messages cannot be the same, allowing

verification. A hash table is maintained for efficient indexing while the next blocks store hashes of previous blocks in the

chain .

4. Miner: A network node that solves a computational problem locating a new block is referred as a block miner. New

transactions are broadcasted across the chain, and participants efforts are rewarded based on proof-of-work. The

generated block is accepted into the chain when the miners start working on the next block, so that the previous hash

is stored, ensuring continuity of the chain .

5. Transaction: This is the smallest amount of task information stored in a block once verified by majority participants in

the chain. The records are accessible throughout while being immutable . Figure 5 is a detailed infographic about

transaction execution flow inside a blockchain.

Figure 5. Transaction execution flow in a blockchain .

6. Consensus: Consensus over records is a key characteristic in blockchain achieved via various consensus mechanism.

The famous ones are Proof of Work (PoW) and Proof of Stake (PoS); the former ones reward based on proof of the work

for block generation while the latter distributes work based on a participant's virtual currency tokens .
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