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1. Introduction

Liver transplantation (LT) can be the most effective treatment among all treatment options for hepatocellular carcinoma

(HCC) in carefully selected patients who meet certain criteria. Although the Milan criteria (MC) were introduced in 1996,

they are still the most widely used system . While the MC have been extensively used, recent data suggest that the MC

may be too conservative when selecting an LT candidate . Therefore, several other models have been developed, such

as the University of California San Francisco (UCSF), up-to-seven, and the Kyoto criteria and model, to predict tumor

recurrence after living donor LT (MoRAL) scores . However, there are still no standard criteria. Moreover, due to

continuous advances in diagnostic and therapeutic techniques for HCC, the establishment of standard criteria for LT

becomes increasingly difficult.

Several factors related to HCC recurrence were identified in previous models, including maximum tumor diameter, tumor

number, portal vein invasion, and serum tumor markers such as alpha-fetoprotein (AFP) and protein induced by vitamin K

absence-II (PIVKA-II). When these factors were applied to previous models, a cutoff value of each factor was determined

by conventional statistical methods. However, each factor was applied to the models as binary data, despite comprising

continuous values. Models relying on binary data are simple and intuitive but may have inferior accuracy to ones built with

continuous data. Moreover, the results of each previous model were also dichotomous: HCC recurrence or no recurrence

after LT. It would be more helpful for precise medical decisions if the risk of HCC recurrence was presented as a

continuous recurrence probability according to follow-up duration rather than as a simple dichotomous conclusion.

2. MoRAL-AI for tumor recurrence after LT

Authors developed and validated a novel prediction model, called MoRAL-AI, for tumor recurrence after LT in patients with

HCC. To the best of our knowledge, this is the first prediction model based on deep learning algorithms. The performance

of MoRAL-AI was confirmed by using an independent validation cohort and was better than that of the MC, currently the

most widely used criteria, as well as other prediction models. The MoRAL-AI is served through the website, and it can

evolve with further data accumulation from various cohort groups. With this evolution, More evolved criteria of LT could be

established.

For LT as a treatment option for HCC, the underlying hepatic function of the recipient is not an important factor. While the

recipient usually has liver cirrhosis before LT, the recipient liver is completely replaced by the donor liver and the severity

of the pre-LT cirrhosis might thus not affect the post-LT tumor recurrence . Therefore, predictive factors that are related to

the post-LT HCC recurrence might include only the tumor burden and the biological aggressiveness of tumor cells before

LT. Imaging studies can provide tumor-related information (e.g., tumor number, maximum tumor diameter, and vascular

tumor invasion). On the other hand, serum levels of tumor markers (AFP and PIVKA-II) can reflect both tumor burden and

biological aggressiveness because AFP and PIVKA-II had a significantly positive correlation with histological aggressive

findings (microvascular invasion, perineural invasion, and serosal invasion) as well as tumor burden. Among previous

models, the MC, UCSF, and up-to-seven models comprise only the factors related to imaging-based tumor burden,

whereas the MoRAL score consists of only serum tumor markers . The Hangzhou criteria and Kyoto criteria

consider both imaging-based tumor burden and tumor markers . The MoRAL-AI was developed based on both

imaging-based tumor burden and biochemical tumor markers to maximize its performance.
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The general disadvantage of the deep learning method is that it typically requires a large amount of data; it has previously

been applied to the analysis of medical images such as plain X-ray, CT, or histology images, whose data can be

abundantly obtained since a number of images are being taken during daily clinical practice . However, when a

specific disease is being analyzed, the size of the available data set is generally limited. For example, in Korea, only 1400

cases of LT were performed in 2015 , whereas approximately 265,000,000 plain X-rays were performed . Moreover, it

is generally complicated to collect demographic information and clinical results via a unified form due to the different data

forms used by hospitals. Thus, data from fewer than 1000 cases have been analyzed with conventional statistical

methods that can evaluate a relatively small dataset. However, our current model was derived from a relatively small

derivation cohort containing 349 patients and showed a better predictive power than previous models. This result might

suggest that DNN models can be developed even with relatively few data points if the potential prognostic factors for the

prediction model have previously been well identified. Indeed, the predictive factors used in this study, such as tumor

diameter , tumor number , AFP , PIVKA-II , and portal vein invasion , were well-

identified parameters in previous studies.

The DNN model has several strengths compared with conventional statistical modeling. First, by applying a deep learning

method to the prediction model, it is possible to derive more accurate continuous probability results. In the conventional

statistical method, a scoring system is established to divide risk groups and continuous variables are stratified according

to arbitrary cutoffs. However, DNN models can use continuous data rather than converting them into categorical or binary

variables. Thus, they can provide more accurate and individualized results, which means that they can calculate the

individual tumor recurrence probability at any time point after an LT according to baseline clinical information. Second,

because DNN models were originally designed to be calculated by computer, there is no need to focus on ease of use. In

contrast, previous conventional models had to be intuitive and easy to use and simple models comprising fewer factors

were thus preferred. However, because DNN models involve an automatic calculation on a web application, there is no

need to limit the number of factors or to consider the complexity of the formulae. Third, DNN models can evolve

continuously with further data accumulation. Previous models, such as the MC system which was developed in 1996,

have not been changed, despite the accumulation of new data. However, DNN models can continuously improve their

performances through additional data training.

This study has several limitations. First, it is impossible to understand the outcome operations resulting from deep

learning. This is a general shortcoming of deep learning methods. Second, because this model was developed from Asian

patients who underwent living donor LTs and whose underlying liver diseases is predominantly chronic hepatitis B, further

validation in Western countries and deceased donor LT cohorts is warranted. Our model can provide additional options to

select for deceased or living donor LT in our web application with further validation. Third, PIVKA-II is generally measured

in Asian countries before LT, but is less commonly measured in Western countries. With further data training with other

data sets, it may be possible to develop another model with high performance power without a certain factor like PIVKA-II.
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