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Facial expression recognition (FER) is a challenging problem in the fields of pattern recognition and computer vision. The

recent success of convolutional neural networks (CNNs) in object detection and object segmentation tasks has shown

promise in building an automatic deep CNN-based FER model. However, in real-world scenarios, performance degrades

dramatically owing to the great diversity of factors unrelated to facial expressions, and due to a lack of training data plus

an intrinsic imbalance in the existing facial emotion datasets. To tackle these problems, this paper not only applies deep

transfer learning techniques but also proposes a novel loss function called weighted-cluster loss, which is used during the

fine-tuning phase. Specifically, the weighted-cluster loss function simultaneously improves the intra-class compactness

and the inter-class separability by learning a class center for each emotion class. It also takes the imbalance in a facial

expression dataset into account by giving each emotion class a weight based on its proportion of the total number of

images. In addition, a recent, successful deep CNN architecture, pre-trained in the task of face identification with the

VGGFace2 database from the Visual Geometry Group at Oxford University, is employed and fine-tuned using the

proposed loss function to recognize eight basic facial emotions from the AffectNet database of facial expression, valence,

and arousal computing in the wild. Experiments on an AffectNet real-world facial dataset demonstrate that our method

outperforms the baseline CNN models that use either weighted-softmax loss or center loss.
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1. Introduction

Facial expressions are undoubtedly a dominant, natural, and effective channel used by people to convey their emotions

and intentions during communication. Over the last few decades, automatic facial expression analysis has attracted

significant attention and has become one of the most challenging problems in computer vision and artificial intelligence

fields. Numerous studies have been conducted on developing reliable automated facial expression recognition (FER)

systems for use over a wide range of applications, such as human-computer interaction, social robotics, medical

treatment, virtual reality, augmented reality, and games . In this work, we constructed deep convolutional neural

network (CNN)-based FER models to recognize eight common facial expressions (happy, sad, surprise, fear, contempt,

anger, disgust, and neutral) from the AffectNet database of facial expression, valence, and arousal computing in the wild

. This was motivated by an upcoming challenge on AffectNet’s website .

The FER model is usually composed of three main stages: face detection, feature extraction, and emotion classification.

First, the face and its components (e.g., eyes, mouth, nose, and eyebrows) are detected from images or video sequences.

Then, features that are the most effective at distinguishing one expression from another are extracted from the face

region. Finally, a classifier is constructed, given the extracted feature set for each target facial expression. The literature is

rich with handcrafted face detection and feature extraction methods for FER that have achieved satisfactory results in

laboratory-controlled settings . However, these traditional methods have been reported to be incapable of

discriminating a great diversity of unrelated factors in facial expressions (e.g., subtle facial appearances, head poses,

illumination intensity, and occlusions) with FER tasks for in-the-wild settings .

Recently, the success of convolutional neural networks in both computer vision and pattern recognition has promoted a

transition in FER from using handcrafted feature-learning methods to using deep learning technologies. A deep learning-

based FER system commonly uses a CNN model to extract and learn high-level features directly from input images.

Then, an output layer (which usually uses softmax as an activation function) is attached on top of the CNN model to

distinguish the emotion to be detected. This allows a faster emotion recognition system with higher accuracy in

challenging, real-world environments .
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2. Description

First, deep learning-based FER models require a large amount of data for training to acquire suitable values for model

parameters. Directly training the FER model on small-scale datasets is prone to overfitting , which leads the model to

be less generalized and incapable of handling FER tasks in real-world environments. Although a great effort has been

made to collect facial expression training datasets, large-scale, annotated, facial expression databases are still limited .

Therefore, overfitting caused by a shortage of data remains a challenging issue for most FER systems.

Second, imbalances in the distribution of facial expression samples from real-world FER datasets may degrade the overall

performance of the system . Due to the nature of emotions, the number of collected facial images for the major classes

(e.g., happiness, sadness, and anger) is much larger than for the minor classes (e.g., contempt, disgust, and fear). In the

AffectNet dataset, the happy category comprises about 47% of all the images, whereas the contempt category comprises

only 1.2%. FER systems being trained on an imbalanced dataset may perform well on dominant emotions, but they

perform poorly on the under-represented ones. Usually, the weighted-softmax loss approach  is used to handle this

problem by weighting the loss term for each emotion class based on its relative proportion in the training set. However,

this weighted-loss approach is based on the softmax loss function, which is reported to simply force features of different

classes to remain apart without paying attention to intra-class compactness. One effective strategy to address the

problem of softmax loss is to use an auxiliary loss to train the neural network. For instance, triplet loss  and center

loss  introduce multi-loss learning to enhance the discriminating ability of CNN models. Although these loss functions

do boost the discriminative ability of the conventional softmax loss, they usually come with limitations. Triplet loss requires

a comprehensive process of choosing image pairs or triplet samples, which is impractical and extremely time-consuming

owing to the huge number of pairs and samples in the training phase. Center loss does not consider inter-class similarity,

which may lead to poor performance by the FER system. In addition, none of these auxiliary loss functions is able to

address data-imbalance problems.

To address the first problem (the shortage of data), in this work, the transfer learning technique is applied to build the FER

system. Transfer learning is a machine learning technique by which a model trained on one task is repurposed for another

related task. It not only helps to handle the shortage of data but also speeds up training and improves the performance of

the prediction model. In this paper, we take a transfer learning approach by employing two recent CNN architectures in

two-stage, supervised pre-training and fine-tuning. Specifically, a squeeze-and-excitation network (SENet) model 

which is pre-trained for the face identification task on the VGGFace2  database from the Visual Geometry Group at

Oxford University, was fine-tuned on the AffectNet dataset  to recognize the above-mentioned eight common facial

expressions.

Tackling the second problem of imbalanced data distribution in existing FER datasets, we propose a new loss function

called the weighted-cluster loss, which integrates the advantages of the weighted-softmax approach and the auxiliary loss

approach. First, weighted-cluster loss learns a class center for each emotion, which simultaneously reduces the intra-

class variations and increases the inter-class differences. Next, the proposed loss gives weights to each emotion class’s

loss terms based on their relative proportion of the total number of samples in the training dataset. In other words,

weighted-cluster loss penalizes networks more for misclassifying samples from minor classes while penalizing those

networks less for misclassifying examples from major classes. Furthermore, the training process is simple because

weighted-cluster loss does not require preselected sample pairs or triples.
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