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Multivariate analysis (MA) is becoming a fundamental tool for processing in an efficient way the large amount of data

collected in X-ray diffraction experiments. Multi-wedge data collections can increase the data quality in case of tiny protein

crystals; in situ or operando setups allow investi-gating changes on powder samples occurring during repeated fast

measurements; pump and probe experiments at X-ray free-electron laser (XFEL) sources supply structural

characterization of fast photo-excitation processes. In all these cases, MA can facilitate the extraction of relevant in-

formation hidden in data, disclosing the possibility of automatic data processing even in absence of a priori structural

knowledge.
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1. Introduction

Multivariate analysis (MA) consists of the application of a set of mathematical tools to problems involving more than one

variable in large datasets, often combining data from different sources to find hidden structures. MA provides

decomposition in simpler components and makes predictions based on models or recovers signals buried in data noise.

Analysis of dependency of data in more dimensions (or variables) can be derived from the former work of Gauss on linear

regression (LR) and successively generalized to more than one predictor by Yule and Pearson, who reformulated the

linear relation between explanatory and response variables in a joint context .

The need to solve problems of data decomposition into simpler components and simplify the multivariate regression using

few, representative explanatory variables brought towards the advent of the principal component analysis (PCA) by

Pearson and, later, by Hotelling  in the first years of the 20th century. Since then, PCA has been considered a great

step towards data analysis exploration because the idea of data decomposition into its principal axes (analogies with

mechanics and physics were noted by the authors) allows the data to be explained into a new multidimensional space,

where directions are orthogonal to each other (i.e., the new variables are uncorrelated) and each successive direction is

decreasing in importance and, therefore, in explained variance. This paved the way to the concept of dimensionality

reduction  that is crucially important in many research areas such as chemometrics.

Chemometrics involves primarily the use of statistical tools in analytical chemistry  and, for this reason, it is as aged as

MA. It is also for this reason that the two disciplines started to talk since the late 1960s, initially concerning the use of

factor analysis (FA) in chromatography . FA is a different way to see the same problem faced by PCA, as in FA data are

explained by hidden variables (latent variables or factors) by using different conditions for factor extraction , while in

PCA components are extracted by using the variance maximization as unique criterion. Since then, chemometrics and MA

have contaminated each other drawing both advantages .

Multivariate curve resolution (MCR)  is a recent development consisting in the separation of multicomponent systems

and able to provide a scientifically meaningful bilinear model of pure contributions from the information of the mixed

measurements. Another data modeling tool is the partial least square (PLS) , a regression method that avoids the bad

conditioning intrinsic of LR by projecting the explanatory variables onto a new space where the variables are uncorrelated

each other, but maximally correlated with the dependent variable. PLS has been successfully applied in problems such as

quantitative structure-activity vs. quantitative structure-property of dataset of peptides  or in the analysis of relation of

crystallite shapes in synthesis of super-structures of CaCO  through a hydrogel membrane platform .

Moreover, classification methods have been adopted in chemometrics since the beginning, mainly for pattern recognition,

i.e., classification of objects in groups according to structures dictated by variables. Discriminant analysis (DA), PLS-DA

, support vector machines (SM)  have been used for problems such as classification of food quality or adulteration

on the basis of sensitive crystallization , toxicity of sediment samples  or in classification of biomarkers , gene

data expression or proteomics  just to mention few examples.
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MA has been also used to improve the signal-to-noise ratio in measurements. Methods such as phase sensitive detection

(PSD) have been developed and implemented for technical applications as in the lock-in amplifier, which amplifies only

signals in phase with an internal reference signal. PSD has found a large applications in chemometrics connected to

excitation enhanced spectroscopy, where it has been used to highlight excitation-response correlations in chemical

systems . Summarizing, although widely used in analytical chemistry, MA is less diffused in materials science and

certainly under-exploited in crystallography, where much wider applications are forecast in the next decade.

2. Multivariate Methods

2.1. High Dimension and Overfitting

MA provides answers for prediction, data structure, parameter estimations. In facing these problems, we can think at data

collected from experiments as objects of an unknown manifold in a hyperspace of many dimensions . In the context of

X-ray diffraction, experimental data are constituted by diffraction patterns in case of single crystals or diffraction profiles in

case of powder samples. Diffraction patterns, after indexing, are constituted by a set of reflections, each identified by

three integers (the Miller indices) and an intensity value, while diffraction profiles are formed by 2ϑ values as independent

variable and intensity values as dependent variable. The data dimensionality depends on the number of reflections or on

the number of 2ϑ values included in the dataset. Thus, high-resolution data contain more information about the crystal

system under investigation, but have also higher dimensionality.

In this powerful and suggestive representation, prediction, parameter estimation, finding latent variables or structure in

data (such as classify or clustering) are all different aspects of the same problem: model the data, i.e., retrieve the

characteristics of such a complex hypersurface plunged within a hyperspace, by using just a sampling of it. Sometimes,

few other properties can be added to aid the construction of the model, such as the smoothness of the manifold (the

hypersurface) that represents the physical model underlying the data. Mathematically speaking, this means that the

hypersurface is locally homeomorphic to a Euclidean space and can be useful to make derivatives, finding local minimum

in optimization and so on.

In MA, it is common to consider balanced a problem in which the number of variables involved is significantly fewer than

the number of samples. In such situations, the sampling of the manifold is adequate and statistical methods to infer its

model are robust enough to make predictions, structuring and so on. Unfortunately, in chemometrics it is common to face

problems in which the number of dimensions is much higher than the number of samples. Some notable examples involve

diffraction/scattering profiles, but other cases can be found in bioinformatics, in study for gene expression in DNA

microarray . Getting high resolution data is considered a good result in Crystallography. However, this implies a

larger number of variables describing a dataset: (more reflections in case of single-crystal data or higher 2ϑ values in

case of powder data). Consequently, it makes more complicated the application of MA.

When the dimensionality increases, the volume of the space increases so fast that the available data become sparse on

the hypersurface, making it difficult to infer any trend in data. In other words, the sparsity becomes rapidly problematic for

any method that requires statistical significance. In principle, to keep the same amount of information (i.e., to support the

results) the number of samples should grow exponentially with the dimension of the problem.

A drawback of having a so much high number of dimensions is the risk of overfitting. Overfitting is an excessive

adjustment of the model to data. When a model is built, it must account for an adequate number of parameters in order to

explain the data. However, this should not be done too precisely, so to keep the right amount of generality in explaining

another set of data that would be extracted from the same experiment or population. This feature is commonly known as

model’s robustness. Adapting a model to the data too tightly introduces spurious parameters that explain the residuals

and natural oscillations of data commonly imputed to noise. This known problem was named by Bellman the “curse of

dimensionality”, but it has other names (e.g., the Hughes phenomenon in classification). A way to partially mitigate such

impairment is to reduce the number of dimensions of the problem, giving up to some characteristic of the data structure.

The dimensionality reduction can be performed by following two different strategies: selection of variables or

transformation of variables. In the literature, the methods are known as feature selection and feature extraction .

Formally, if we model each variate of the problem as a random variable X , the selection of variables is the process of

selecting a subset of relevant variables to be used for model construction. This selection requires some optimality

criterion, i.e., it is performed according to an agreed method of judgement. Problems to which feature selection methods

can be applied are the ones where one of the variables, Y, has the role of ‘response’, i.e., it has some degree of

dependency from the remaining variables. The optimality criterion is then based on the maximization of a performance

figure, achieved by combining a subset of variables and the response. In this way, each variable is judged by its level of
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relevance or redundancy compared to the others, to explain Y. An example of such a figure of performance is the

information gain (IG) , which resorts from the concept of entropy, developed in the information theory. IG is a measure

of the gain in information achieved by the response variable (Y) when a new variable (X ) is introduced into the measure.

Formally:

(1)

being H() the entropy of the random variable. High value of IG means that the second term  is little compared to the first

one, , i.e., that when the new variable  is introduced, it explains well the response  and the corresponding entropy

becomes low. The highest values of IG are used to decide which variables are relevant for the response prediction. If the

response variable is discrete (i.e., used to classify), another successful method is Relief , which is based on the idea

that the ranking of features can be decided on the basis of weights coming from the measured distance of each sample

(of a given class) from nearby samples of different classes and the distance of the same sample measured from nearby

samples of the same class. The highest weights provide the most relevant features, able to make the best prediction of

the response.

Such methods have found application in the analysis of DNA microarray data, where the number of variables (up to tenths

of thousands) is much higher than the number of samples (few hundreds), to select the genes responsible for the

expression of some relevant characteristic, as in the presence of a genetic disease . Another relevant application can

be found in proteomics , where the number of different proteins under study or retrieved in a particular experimental

environment is not comparable with the bigger number of protein features, so that reduction of data through the

identification of the relevant feature becomes essential to discern the most important ones .

Feature extraction methods, instead, are based on the idea of transforming the variables set into another set of reduced

size. Using a simple and general mathematical formulation, we have:

(2)

with the output set [Y ,…,Y ] a completely different set of features from the input [X ,…,X ], but achieved from them.

Common feature-extraction methods are based on linear transformation, i.e.,

(3)

where the variables are transformed losing their original meaning to get new characteristics that may reveal some hidden

structure in data.

Among these methods, PCA is based on the transformation in a space where variables are all uncorrelated each other

and sorted by decreasing variance. Independent Component Analysis (ICA), instead, transforms variables in a space

where they are all independent each other and maximally not-Gaussian, apart for one, which represents the unexplained

part of the model, typically noise. Other methods, such as MCR, solve the problem by applying more complicated

conditions such as the positivity of the values in the new set of variables or similar, so that the physical meaning of the

data is still preserved. A critical review of dimensionality reduction feature extraction methods is in Section 2.2.

PCA and MCR have an important application in solving mixing problems or in decomposing powder diffraction profiles of

mixtures in pure-phase components. In such decomposition, the first principal components (or contributions, in MCR

terminology) usually include the pure-phase profiles or have a high correlation with these.

2.2. Dimensionality Reduction Methods

In Section 2.1, the importance of applying dimensionality reduction to simplify the problem view and reveal underlying

model within data was underlined. One of the most common method to make dimensionality reduction is principal

component analysis.

PCA is a method to decompose a data matrix finding new variables orthogonal each other (i.e., uncorrelated), while

preserving the maximum variance (see Figure 1). These new uncorrelated variables are named principal components

(PCs).
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Figure 1. A set of data (blue dots) of three variables is represented into a 3D space. Data are mostly spread on the

orange plane, with little departure from it. Principle component analysis (PCA) identifies the plane and the directions of

maximum variability of data within it.

PCA is then an orthogonal linear transformation that transforms data from the current space of variables to a new space of

the same dimension (in this sense, no reduction of dimension is applied), but so that the greatest variance lies on the first

coordinate, the second greatest variance on the second coordinate and so on. From a mathematical viewpoint, said X the

dataset, of size N × P (N being the number of samples, P that of the variates), PCA decomposes it so that

(4)

with  (of size N × P) the matrix of the principal components (called also scores), which are the transformed variable values

corresponding to each sample and with  (of size P × P) the matrix of the loadings, corresponding to the weights by which

each original variable must be multiplied to get the component scores. The matrix  is composed by orthogonal columns

that are the eigenvectors of the diagonalization  of the sample covariance matrix of :

(5)

In Equation (5),  is a diagonal matrix containing the eigenvalues of the sample covariance matrix of , i.e., . Since a

covariance matrix is always semi-definite positive, the eigenvalues are all real and positive or null and correspond to the

explained variance of each principal component. The main idea behind PCA is that in making such decomposition, often

occurs that not all the directions are equally important. Rather, the number of directions preserving most of the explained

variance (i.e., energy) of the data are few, often the first 1–3 principal components (PC). Dimensionality reduction is then

a lossy process, in which data are reconstructed by an acceptable approximation that uses just the first few principal

components, while the remaining are neglected:

(6)

With  the retained components (i.e., the first s columns of both the matrices) and .

Diagonalization of the covariance matrix of data is the heart of PCA and it is achieved by resorting to singular value

decomposition (SVD), a basic methodology in linear algebra. SVD should not be confused with PCA, the main difference

being the meaning given to the results. In SVD the input matrix is decomposed into the product a left matrix of

eigenvectors , a diagonal matrix of eigenvalues  and a right matrix of eigenvectors , reading the decomposition from left to

right:

(7)

SVD may provide decomposition also of rectangular matrices. PCA, instead, uses SVD for diagonalization of the data

covariance matrix , which is square and semi-definite positive. Therefore, left and right eigenvector matrices are the same,

and the diagonal matrix is square and with real and positive value included. The choice of the most important eigenvalues

allows the choice of the components to retain, a step that is missing from SVD meaning.

Factor analysis is a method based on the same concept of PCA: a dataset is explained by a linear combination of hidden

factors, which are uncorrelated each other, apart for a residual error:
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(8)

FA is a more elaborated version of PCA in which factors are supposed (usually) to be known in number and, although

orthogonal each other (as in PCA), they can be achieved adopting external conditions to the problem. A common way to

extract factors in FA is by using a depletion method in which the dataset  is subjected to an iterative extraction of factors

that can be analyzed time by time: . In FA, there is the clear intent to find physical causes of the model in the linear

combination. For this reason, their number is fixed and independency of the factors with the residual  is imposed too. It

can be considered, then, a supervised deconvolution of original dataset in which independent and fixed number of factors

must be found. PCA, instead, explores uncorrelated directions without any intent of fixing the number of the most

important ones.

FA has been applied as an alternative to PCA in reducing the number of parameters and various structural descriptors for

different molecules in chromatographic datasets . Moreover, developments of the original concepts have been

achieved by introducing a certain degree of complexity such as the shifting of factors  (factors can have a certain

degree of misalignment in the time direction, such as in the time profile for X-ray powder diffraction data) or the shifting

and warping (i.e., a time stretching) .

Exploring more complete linear decomposition methods, MCR has found some success as a family of methods that solve

the mixture analysis problem, i.e., the problem of finding the pure-phase contribution and the amount of mixing into a data

matrix including only the mixed measurements. A typical paradigm for MCR, as well as for PCA, is represented by

spectroscopic or X-ray diffraction data. In this context, each row of the data matrix represents a different profile, where the

columns are the spectral channels or diffraction/scattering angles, and the different rows are the different spectra or

profiles recorded during the change of an external condition during time.

In MCR analysis, the dataset is described as the contribution coming from reference components (or profiles), weighted

by coefficients that vary their action through time:

(9)

With  the vector of weights (the profile of change of the i-th profile through time) and  the pure-phase i-th reference profile.

The approximation sign is since MCR leaves some degree of uncertainty in the model. In a compact form we have:

(10)

MCR shares the same mathematical model of PCA, apart for the inclusion of a residual contribution  that represents the

part of the model we give up explaining. The algorithm that solves the mixture problem in the MCR approach, however, is

quite different from the one used in PCA. While PCA is mainly based on the singular value decomposition (i.e., basically

the diagonalization of its sample covariance matrix), MCR is based on the alternating least square (ALS) algorithm, an

iterative method that tries to solve conditioned minimum square problems of the form:

(11)

The previous problem is a least square problem with a regularization term properly weighted by a Lagrange parameter .

The regularization term, quite common in optimization problems, is used to drive the solution so that it owns some

characteristics. The -norm of the columns of  or , as reported in the Equation (11), is used to minimize the energy of the

residual and it is the most common way to solve ALS. However, other regularizations exist, such as -norm to get more

sparse solutions  or imposing positivity of the elements of  and . Usually, the solution to Equation (11) is provided by

iterative methods, where initial guesses of the decomposition matrices  or  are substituted iteratively by alternating the

solution of the least-square problem and the application of the constraints. In MCR, the condition of positivity of elements

in both  or  is fundamental to give physical meaning to matrices that represent profile intensity and mixing amounts,

respectively.

The MCR solution does not provide the direction of maximum variability as PCA. PCA makes no assumption on data; the

principal components and particularly the first one, try to catch the main trend of variability through time (or samples).

MCR imposes external conditions (such as the positivity), it is more powerful, but also more computationally intensive.
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Moreover, for quite complicated data structures, such as the ones modeling the evolution of crystalline phases through

time , it could be quite difficult to impose constraints into the regularization term, making the iterative search

unstable if not properly set . Another important difference between MCR and PCA is in the model selection: in MCR

the number of latent variables (i.e., the number of profiles in which decomposition must be done) must be known and set

in advance; in PCA, instead, while there are some criterion of selection of the number of significative PC such as the

Malinowski indicator function (MIF)  or the average eigenvalue criterion (AEC) , it can also be inferred by

simply looking at the trend of the eigenvalues, which is typical of an unsupervised approach. The most informative

principal components are the ones with highest values.

For simple mathematical models, it will be shown in practical cases taken from X-ray diffraction that PCA is able to

optimally identify the components without external constraints. In other cases, when the model is more complicated, we

successfully experimented a variation of PCA called orthogonal constrained component rotation (OCCR) . In OCCR, a

post-processing is applied after PCA aimed at revealing the directions of the first few principal components that can satisfy

external constraints, given by the model. The components, this way, are no longer required to keep the orthogonality.

OCCR is then an optimization method in which the selected principal components of the model are let free to explore their

subspace until a condition imposed by the data model is optimized. OCCR has been shown to give results that are better

than traditional PCA, even when PCA produces already satisfactory results. A practical example (see Section 3) is the

decomposition of the MED dataset in pure-phase profiles, where PCA scores, proportional to profiles, may be related

each other with specific equations.

Smoothed principal component analysis or (SPCA) is a modification of common PCA suited for complex data matrices

coming from single or multi-technique approaches where the time is a variable, in which sampling is a continuous, such as

in situ experiment or kinetic studies. The ratio behind the algorithm proposed by Silvermann  is that data without noise

should be smooth. For this reason, in continuous data, such as profiles or time-resolved data, the eigenvector that

describes the variance of data should be also smooth . Within these assumptions, a function called “roughness

function” is inserted within the PCA algorithm for searching the eigenvectors along the directions of maximum variance.

The aim of the procedure is reducing the noise in the data by promoting the smoothness between the eigenvectors and

discouraging more discrete and less continuous data. SPCA had been successfully applied to crystallographic data in

solution-mediated kinetic studies of polymorphs, such as L-glutamic acid from α to β form by Dharmayat et al.  or p-

Aminobenzoic acid from α to β form by Turner and colleagues .
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