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In visual-inertial odometry (VIO), inertial measurement unit (IMU) dead reckoning acts as the dynamic model for
flight vehicles while camera vision extracts information about the surrounding environment and determines features
or points of interest. With these sensors, the most widely used algorithm for estimating vehicle and feature states
for VIO is an extended Kalman filter (EKF). The design of the standard EKF does not inherently allow for time
offsets between the timestamps of the IMU and vision data. In fact, sensor-related delays that arise in various
realistic conditions are at least partially unknown parameters. A lack of compensation for unknown parameters
often leads to a serious impact on the accuracy of VIO systems and systems like them. To compensate for the
uncertainties of the unknown time delays, this study incorporates parameter estimation into feature initialization
and state estimation. Moreover, computing cross-covariance and estimating delays in online temporal calibration
correct residual, Jacobian, and covariance. Results from flight dataset testing validate the improved accuracy of
VIO employing latency compensated filtering frameworks. The insights and methods proposed here are ultimately
useful in any estimation problem (e.g., multi-sensor fusion scenarios) where compensation for partially unknown

time delays can enhance performance.
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| 1. Introduction

The most widely used algorithms for estimating the states of a dynamic system are a Kalman Filter 12 and its
nonlinear versions (e.g., extended Kalman filter (EKF) B4l and unscented Kalman filter (UKF) &)). The design of
the standard Kalman filter does not inherently allow for significant sensor-related delays in computation. Figure 1
shows that the delay is the time difference between an instant when a measurement is taken by a sensor and
another instant when the measurement is available in the filter. As an example of key delay sources, some complex
sensors such as vision processors for navigation often require extensive computations to obtain higher-level
information from raw sensor data. Furthermore, a closed-loop system including control logic may be an overall
computational burden to a single processor. Delays resulting from heavy computation may distort the quality of
state estimation since a current measurement is compared to past states of a system model. In other words, unless
compensating delays in Kalman filtering, large estimation errors may accumulate over time, or even cause the filter

to diverge.
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The delay value is typically at least partially unknown and at least partially variable in many real applications. As an
example of delay uncertainty contributors, even though a local clock is initially forced to synchronize with the
centralized clock, deviations between clocks would occur because of clock drift, skew, or bias. In sensor fusion
systems, when the timestamps of each sensor are typically recorded by triggered signals, non-deterministic, or
non-quantized transmission delays lead to unknown time offsets on sensor streams. Moreover, if low-cost sensors
such as rolling shutter cameras or software triggered devices are mounted on a vehicle, the variance of the
uncertainty of timestamps might be larger. In particular, in visual-inertial odometry (VIO), we do not know the exact
time instant when a camera opens and captures images for any particular pixel location. Often, exposure time
depends on surrounding illumination conditions. The timestamp of the latest image by some cameras corresponds
to some event such as when the shutter was triggered to start or when the entire image was available in memory.
In practice, these uncertainties may be small compared to traditional sensors used for feedback in aerospace
applications—but can be a major contributor to errors in emerging estimation problems such as VIO. Indeed, when
estimating faster motions such as a highly agile unmanned aerial vehicle (UAV) or using progressive scan
cameras, the unknown time delays may be a major driver of navigation quality and achievable controller
bandwidth. We have experimentally observed the necessity of the time delay compensation to be more accurate
than typically demanded, specifically for a UAV flying closed-loop on a vision-based navigation solution. With poor
time delay compensation, we have observed oscillations and even divergence of estimates and closed-loop
tracking error as expected, but even when we use fixed/known time delay compensation, we find time delay is still
a limiting factor in accuracy and achievable control bandwidth. To illustrate, consider a UAV with a body-fixed
camera that maneuvers with a more rapid rotation than reference design. Any time error produces a larger potential
position estimation error with this faster rotation. Thus, even after the very best job possible has eliminated as
much deterministic time delay error as is practical, we find that adapting to the non-deterministic error can enhance
performance. In particular, we find it can be beneficial to deal with unknown time delays in VIO systems used in

closed flight control and other systems like these.

To fuse visual measurements with unknown time delays in VIO systems and systems like them (e.g., multi-sensor
fusion), the approach in this paper incorporates three correction techniques into state estimation. First, we directly
estimate the unknown part of actual delays in online fashion by augmenting vehicle-feature states. With the
estimated unknown part and the approximately known part of the delays, we find the most precise measurement
times based on the definition of total delays introduced in this paper. Next, at the calibrated measurement time, we
evaluate the Jacobian and the residual for the EKF using interpolated states. At the measurement update of the
EKF, the third correction is to formulate a modified Kalman gain by the cross-covariance term computed during the
delay period. The testing results of this study on flight datasets show that the proposed latency compensated VIO

is a more reliable and accurate navigation solution than the existing VIO systems.

| 2. Definition of Time Delays

Latency is the time difference between when an image was grabbed and when vision data from the image are

updated in the filter, shown in Figure 1.
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Figure 1. Data streams of the IMU and the delayed vision data.

That is, true delays &td are written as

where ¢ is current IMU time and t.am_ﬁ-,. is the time when the current image was captured. In essence, we treat IMU
time as our common time reference, and we do not necessarily know the exact time when images are grabbed.
The timestamp of each image is encoded by indirect ways such as triggers. In other words, true image time t.i.;mg
constitutes readable timestamps t-r;m.g,mw and unknown ﬂtd. Let us define time differences Af 4 between the
time readouts of sensors as follows:

timg,raw = t:';m_q + Jtd

Atg:=t— Limgraw = Aty — oty
Aty = Aty + 5,

where ﬁfd and 4t are the approximately known and the unknown parts of true delays At respectively.

| 3. Approximately Known Part of Time Delays

ﬁfd is either a fixed value determined by offline beforehand tuning or readable differences between the time
stamps of image and the time stamps of IMU data. Indeed, regardless of a constant value or readable varying

delays, approximate delay ﬁfd is a known value.
Cross-Covariance—“Covariance Correction”

During the delay period, even though an image was already captured in the past, since vision data from the image
have not yet arrived at the filter, the EKF is not able to perform the measurement update. Indeed, the filter
processes only time update. When a vision data packet from the image finally arrives and is ready to update in the
filter, we simply execute the Jacobian and residual correction in Equations using the delayed measurements.
However, unlike the baseline correction, if the filter updates as if the measurements arrive immediately without

delays (like red lines in Figure 2), then the filter can achieve a more accurate estimate. In fact, covariance
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correction presented in this section (like blue lines in Figure 2) is as if the filter accomplished the general
measurement update at the time instant when the image was captured. In other words, red lines in Figure 2 are
ideal but unrealistic, and blue lines in Figure 2 are practical. The red lines process the measurement update first
and then time update; however, the order of the processes of the blue lines is the opposite. Only the order of the

processes has changed.

=+
e
P k
3a© Measurement
® oe update K

timg @

k\dly
P dly

Figure 2. A schematic of a modified measurement update using covariance correction.

Among a variety of fusing techniques for time-delayed observations, the stochastic cloning B-based method (i.e.,
the Schmidt EKF ) is applicable to varying delays and nonlinear functions such as the vehicle and camera
models, respectively. Thus, this study modifies the method for finding the optimal navigation solution of vision-

aided inertial navigation systems.

| 4. Unknown Part of Time Delays

Although residual, Jacobians, and covariance are corrected for measurements with time delays, if ﬁfd is
uncertain readouts or dty is the larger portion of true delays, we cannot guarantee the reliability of the correction
algorithm (Figure 3). For the robustness of vision-aided navigation systems, we need to additionally investigate the

unknown part of true delays.

Figure 3 shows three corrections in the latency compensated VIO presented in this study. From the standard
Kalman filter, if one does not account for time delay, propagation, and measurement update look like grey lines in
Figure 3. For the last correction, we estimate the unknown part of time delays to obtain more precise time instant
when the delays begin. As discussed in Introduction, unknown phenomena such as clock bias, drift, skews, and

asynchronization cause dtg, so 8tz may be a positive or negative value.
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Figure 3. Three corrections in the latency compensated VIO.

Here, let us call the combination of the estimation of the unknown latency in this section with the baseline
correction “online calibration.” Therefore, to reliably estimate the state variable and effectively compensate the total

delays, we incorporate all three corrections, called “latency-adaptive filtering.”

This section summarizes and describes an implementation of the proposed method. Figure 4 illustrates a flow chart

of the overall process.

https://encyclopedia.pub/entry/712 5/7



Latency Compensated Visual-Inertial Odometry | Encyclopedia.pub

Figure 4. A flow chart of the overall process of the latency compensated VIO.

| 5. Discussion

This study develops a practical extended Kalman filter (EKF)-based visual-inertial odometry (VIO) accounting for
vehicle-feature correlations; that is, we develop tightly-coupled VIO for autonomous flight of unmanned aerial
vehicles (UAVS). In particular, this paper has presented the development of a reliable and accurate filtering scheme
for measurements with unknown time delays. We define time delays of vision data measurements in VIO. For
compensating delayed measurements and estimating unknown delay values, this paper presents latency
compensated filtering that includes state augmentation, interpolation, and residual, Jacobian, covariance
corrections. The optimality of the three corrections and the observability of the state augmentation are validated; in
other words, the appendix shows that the proposed latency compensated filter results in optimal estimates as if
there were no delays in the data.

We test the performance of VIO employing the latency compensated filtering algorithms in the benchmark flight
datasets for comparison to other state-of-the-art VIO algorithms. Results from flight datasets testing show that the
novel navigation approach in this paper improves the accuracy and reliability of state estimation with unknown time
delays in VIO. With the latency compensated filtering, the root mean square (RMS) errors of estimation are
decreased. In particular, we show improved accuracy of our method over previous approaches for state estimation
in the fast motion datasets.

The overall approach in this document can be easily employed in other filter-based, sensor-aided inertial navigation

frameworks and is suitable to monocular VIO although this study uses a stereo camera to showcase the methods.
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Although the reliability and robustness of this study are validated by testing benchmark flight datasets, validating
with other datasets is of interest.
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