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1. Introduction

Lung diseases, also known as respiratory diseases, are diseases of the airways and the other structures of the lungs .

Examples of lung disease are pneumonia, tuberculosis and Coronavirus Disease 2019 (COVID-19). According to Forum

of International Respiratory Societies , about 334 million people suffer from asthma, and, each year, tuberculosis kills

1.4 million people, 1.6 million people die from lung cancer, while pneumonia also kills millions of people. The COVID-19

pandemic impacted the whole world , infecting millions of people and burdening healthcare systems . It is clear that

lung diseases are one of the leading causes of death and disability in this world. Early detection plays a key role in

increasing the chances of recovery and improve long-term survival rates . Traditionally, lung disease can be detected

via skin test, blood test, sputum sample test , chest X-ray examination and computed tomography (CT) scan

examination . Recently, deep learning has shown great potential when applied on medical images for disease detection,

including lung disease.

Deep learning is a subfield of machine learning relating to algorithms inspired by the function and structure of the brain.

Recent developments in machine learning, particularly deep learning, support the identification, quantification and

classification of patterns in medical images . These developments were made possible due to the ability of deep

learning to learned features merely from data, instead of hand-designed features based on domain-specific knowledge.

Deep learning is quickly becoming state of the art, leading to improved performance in numerous medical applications.

Consequently, these advancements assist clinicians in detecting and classifying certain medical conditions efficiently .

Numerous works on the detection of lung disease using deep learning can be found in the literature. To the best of our

knowledge, however, only one survey paper has been published in the last five years to analyse the state-of-the-art work

on this topic . In that paper, the history of deep learning and its applications in pulmonary imaging are presented. Major

applications of deep learning techniques on several lung diseases, namely pulmonary nodule diseases, pulmonary

embolism, pneumonia, and interstitial lung disease, are also described. In addition, the analysis of several common deep

learning network structures used in medical image processing is presented. However, their survey is lacking in the

presentation of taxonomy and analysis of the trend of recent work. A taxonomy shows relationships between previous

work and categorises them based on the identified attributes that could improve reader understanding of the topic.

Analysis of trend, on the other hand, provides an overview of the research direction of the topic of interest identified from

the previous work.

2. The Basic Process to Apply Deep Learning for Lung Disease Detection

In this section, the process of how deep learning is applied to identify lung diseases from medical images is described.

There are mainly three steps: image preprocessing, training and classification. Lung disease detection generally deals

with classifying an image into healthy lungs or disease-infected lungs. The lung disease classifier, sometimes known as a

model, is obtained via training. Training is the process in which a neural network learns to recognise a class of images.

Using deep learning, it is possible to train a model that can classify images into their respective class labels. Therefore, to

apply deep learning for lung disease detection, the first step is to gather images of lungs with the disease to be classified.

The second step is to train the neural network until it is able to recognise the diseases. The final step is to classify new

images. Here, new images unseen by the model before are shown to the model, and the model predicts the class of those

images. The overview of the process is illustrated in Figure 1.
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Figure 1. Overview of using deep learning for lung disease detection.

2.1. Image Acquisition Phase

The first step is to acquire images. To produce a classification model, the computer needs to learn by example. The

computer needs to view many images to recognise an object. Other types of data, such as time series data and voice

data, can also be used to train deep learning models. In the context of the work surveyed in this paper, the relevant data

required to detect lung disease will be images. Images that could be used include chest X-ray, CT scan, sputum smear

microscopy and histopathology image. The output of this step is images that will later be used to train the model.

2.2. Preprocessing Phase

The second step is preprocessing. Here, the image could be enhanced or modified to improve image quality. Contrast

Limited Adaptive Histogram Equalisation (CLAHE) could be performed to increase the contrast of the images . Image

modification such as lung segmentation  and bone elimination  could be used to identify the region of interest (ROI),

whereby the detection of the lung disease can then be performed on the ROI. Edge detection could also be used to

provide an alternate data representation . Data augmentation could be applied to the images to increase the amount of

available data. Feature extraction could also be conducted so that the deep learning model could identify important

features to identify a certain object or class. The output of this step is a set of images whereby the quality of the images is

enhanced, or unwanted objects have been removed. The output of this step is images that were enhanced or modified

that will later be used in training.

2.3. Training Phase

In the third step, namely training, three aspects could be considered. These aspects are the selection of deep learning

algorithm, usage of transfer learning and usage of an ensemble. There are numerous deep learning algorithm, for

example deep belief network (DBN), multilayer perceptron neural network (MPNN), recurrent neural network (RNN) and

the aforementioned CNN. Different algorithms have different learning styles. Different types of data work better with

certain algorithms. CNN works particularly well with images. Deep learning algorithm should be chosen based on the

nature of the data at hand. Transfer learning refers to the transfer of knowledge from one model to another. Ensemble

refers to the usage of more than one model during classification. Transfer learning and ensemble are techniques used to

reduce training time, improve classification accuracy and reduce overfitting . The output of this step is models

generated from the data learned.

2.4. Classification Phase

In the fourth and final step, which is classification, the trained model will predict which class an image belongs to. For

example, if a model was trained to differentiate X-ray images of healthy lungs and tuberculosis-infected lungs, it should be

able to correctly classify new images (images that are never seen by the model before) into healthy lungs or tuberculosis-
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infected lungs. The model will give a probability score for the image. The probability score represents how likely an image

belongs to a certain class. At the end of this step, the image will be classified based on the probability score given to it by

the model.
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