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Animals exhibit their internal and external stimuli through changing behavior. Therefore, people intrinsically used animal

physical activities as an indicator to determine their health and welfare status.
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1. Introduction

Pig behavior is a key trait for recognizing their health and welfare conditions . Regular monitoring of pigs’ physical

activity is essential to identify short- and long-term pig stresses . Although the monitoring of pigs round-the-clock in

precision farming provides invaluable information regarding their physical and biological status, manual monitoring of

every single pig in a large-scale commercial farm is impractical due to the requirement for a higher animal-to-staff ratio,

consequently increasing production cost. Therefore, the staff can only observe the pig briefly and might miss identifying

subtle changes in the pigs’ activity . Furthermore, the presence of a human in the barn influences the pigs’ behavior,

leading to unusual activity that can be misunderstood during the decision-making process . Therefore, sensor-based

non-disturbing automatic monitoring of pigs is being used considerably.

Numerous studies have shown that the housing environment greatly influences the physical and social behavior of the

pigs. Changes in posture and locomotion are key indicators of disease (clinical and subclinical) and compromised welfare

. It is also an indicator of pig comfort in the reared environment. For instance, a pig utilizes different lying postures to

cope with ambient temperature and maintains body temperature through thermoregulation . They prefer lateral-lying

positions in high ambient temperature and sternal-lying at low-temperature conditions. Alameer et al.  observed

significant changes in posture and locomotion activities with limited feed supply. Identifying subtle changes in pig posture

is challenging by sporadic human observation since a pig spends most of the time (88% time in a day) lying in a thermo-

comfort environment . Therefore, a computer vision-based automatic monitoring system is valuable, identifying the

minute changes in posture through continuous monitoring.

Moreover, there is a burgeoning concern for animal health and welfare in the intensive farmhouse . Behavior

monitoring is even more pertinent in group-housed pigs as they exhibit significant behavior changes in the compromised

environment . Another equally important concern is the emission of greenhouse gases (GHGs) from extensive livestock

farming. Pig manure management is the second-highest contributor (27%) after feed production (60%) in the overall

emission of GHGs from the livestock barn. Besides, enteric fermentation and various on-farm energy usage devices

produce the major GHGs . Correspondingly, the high GHG concentration inside the livestock barn stems from poor

manure management, improper ventilation system, and densely populated pigs, affecting the pigs’ behaviors . Since

pigs are averse to an excessive amount of GHGs, such as carbon dioxide (CO ), methane (CH ), and nitrous oxide (N O),

and show discomfort and pain in such environments, it is essential to observe the response of pigs in terms of posture

activities with increased indoor GHGs.

CO  and N O, two major GHGs produced in the livestock, are commonly used for euthanizing the pigs, regardless of

questions over the pigs’ welfare. Various studies have been conducted by assessing the pigs’ response during stunning.

Atkinson et al.  observed the changes in pigs’ behavior and meat quality while applying different concentrations of CO .

Two different CO  concentrations, 20C2O (20% CO  and 2% O ) and 90C (90% CO  in air) were exposed to slaughter

pigs, and it was found that pigs felt more uncomfortable in the 90C concentration, with 100% of pigs being stunned. In

another experiment, CO , CO  plus Butorphanol, and N O gases were applied to compare stress levels during the

euthanization of pigs . Although they were unable to identify the distinction in stress levels in those treatments, N O

application could be more humane than CO . Similar results were found by Lindahl et al.  in that N O-filled foam could

be a suitable alternative to CO  when stunning pigs, improving animal welfare. Verhoeven et al.  studied the time taken

for the slaughter pig to become unconscious by using different concentrations of CO  (80% and 95%) and studying their

corresponding effects on behavior changes. The higher the gas concentration, the quicker the time for the pig to become
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unconscious (33 ± 7 s). This shows that pigs are significantly affected by a high concentration of GHGs. However, to our

knowledge, no study has been conducted to observe the pigs’ behavioral alteration in naturally increased GHGs due to

poor livestock management. Therefore, it is essential to monitor the pigs’ behavior in the GHG-concentrated environment,

as the livestock barn emits a considerable amount of GHGs .

In this scenario, several studies have been conducted for monitoring the pigs’ activity at individual and group levels over

the last few decades. The implementation of computer-vision-based monitoring systems in pig barns has been soaring

due to the automatic, low cost, real-time monitoring, non-contact, animal friendly, and state-of-the-art performance 

. An ellipse-fitting-based image-processing technique was used to monitor the pigs’ mounting

behavior in the commercial farm . Various features such as ellipse-like shape, centroid, axis lengths, and Euclidean

distance of head-tail and head-side were extracted to detect the pigs’ mounting position. Similarly, lying behaviors (sternal

and lateral lying) at individual and group levels have been classified using image-processing techniques , where pig

bodies from the video frames were extracted using background subtraction and the Otsu threshold algorithm, and then an

ellipse-fitting method was applied to determine the lying postures. Matthews et al.  implemented a 3D camera and an

image-processing algorithm to detect pigs’ behaviors (standing or not standing, feeding, and drinking). The XYZ

coordinates obtained from the depth sensor, camera position, and vertical angle of the camera were used to filter out

unnecessary scenes such as the floor, walls, and gates. In addition, an outlier threshold calculated from the grand mean

and standard deviation was set to remove the unusual depth noise. A region-growing technique for similar pixels was used

to detect the pig, whereas a Hungarian algorithm was used to track pigs between the frames. The image-processing

technique, although widely used in pig monitoring, demands various pre-and post-processing steps. It is even challenging

in an uncontrolled house environment, variable illumination, huddled pigs, and deformed body shapes .

Accordingly, a convolutional neural network (CNN)-based deep-learning object detection model outperformed the

conventional image-processing techniques. Recently, various researches have been carried out using a deep-learning

model as an end-to-end activity detection and scoring model rather than only for object detection. A combination of a CNN

and a recurrent neural network (RNN) has been used to extract the spatial and temporal features of pigs for tail-biting

detection , where a pair of bitten and biting pigs from the video frames were detected using a single-shot detector

(SSD) with two base networks, Visual Graphic Group-16 (VGG-16) and Residual Network-50 (ResNet-50). A video of tail-

biting behavior was sub-divided into a short video of 1 s length to minimize the tracking error. Then, the pairwise

interaction of the two pigs was identified by the trajectory of motion in the subsequent frames to detect the biting and

bitten pigs. They achieved an accuracy of 89.23% to identify and locate the tail-biting behavior of pigs. Likewise, the pigs’

posture (standing, dog sitting, sternal lying, and lateral lying) and drinking activity were detected automatically using two

deep-learning models (YOLO: you only look once; Faster R-CNN) . They found that the YOLO model outperformed the

Faster R-CNN (ResNet-50 as a base network) in both activity detection accuracy and speed. They observed the

distinction in pig behavior by creating hunger stress and achieved the highest mAP from the YOLO model (0.989 ± 0.009).

In addition, the mean squared error (MSE) on the distance traveled by a pig and its average speed were 0.078 and 0.002,

respectively.

Similarly, the performance of three deep-learning architectures—namely, Faster R-CNN, SSD, and region-based fully

convolutional network (R-FCN) having Inception V2, ResNet, and Inception ResNet V2, respectively, as their base

networks—have been evaluated during the detection of pigs’ standing, belly-lying, and lateral-lying activities . The

datasets were collected from three commercial pig barns with different colors and age groups of pigs. All the models

showed superior detection capabilities (maximum AP of 0.95 compared to standing AP of 0.93 and belly lying AP of 0.92)

for the lying by side pigs due to having unique features. Yang et al.  developed an FCN-based segmentation and

feature extraction model coupled with an SVM classifier to detect sow nursing behavior. Initially, the sow image was

segmented from the video frames and converted into a binary image. Features such as area and length-to-width ratio

were extracted to find out the possible nursing conditions. Then, the nursing activity was further confirmed by identifying

the udder region using geometrical information from the sows′ shape and the number of piglets present, which was

estimated by the area covered by them and their movement. Although this technique required heavy manual effort during

the spatial and temporal feature extraction and analysis, it produced state-of-the-art performance on their testing videos

(accuracy, sensitivity, and specificity of 97.6%, 90.9%, and 99.2%, respectively).

Even though the deep-learning-based object detection model has surpassed the conventional image-processing

technique, due to the limited availability of labeled datasets for wide varieties of piggery environments, it is, therefore,

challenging to build a fully generalized model. However, Riekert et al.  attempted to develop a generalized deep-

learning model using a faster region-based convolutional neural network (R-CNN) with neural architecture search (NAS)

as a base network to detect lying or not lying pigs. They applied a large number of training datasets (7277 manually

annotated) captured by multiple 2D cameras (20), from various pens (18), prepared from 31 different one-hour videos.
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The trained model achieved an average precision (AP) of 87.4% and a mean AP (mAP) of 80.2% for the images taken

from separate pens with a similar experimental environment during testing. However, the performance reduced

significantly (AP of 67.7% and mAP between 44.8% and 58.8%) for those pens with different and complex environmental

conditions, which is obvious and signifies that the training dataset is crucial for the deep-learning model to make a

generalized model.

2. Greenhouse Gas Concentrations

The GHG concentrations obtained after analyzing the gas samples were averaged and are presented in Figure 1. The

GC has the ability to detect five varieties of GHGs, namely carbon dioxide (CO ), methane (CH ), carbon monoxide (CO),

nitric oxide (NO), and nitrous oxide (N O). CO  is the dominant GHG, followed by CO and NO, whereas N O was found in

the lowest concentration in this experimental pig barn. The GHG concentrations were measured three times in each

treatment instance (before, after, and one hour later of treatment completion), as shown in Figure 1.

Figure 1. Average greenhouse gas (GHG) concentrations before, during, and after an hour of treatment. The x-axis

represents the time (hh: mm) of day, whereas the left y-axis represents the average CO  concentration, and the right y-

axis represents the average CO, NO, CH , and N O.

3. Group-Wise Pig Posture and Walking Behavior Score

Group-wise pig posture and walking activity scores are measured by dividing the number of pigs with a particular posture

by the number of frames before, during, and after treatment hour. Most of the time, pigs stayed in the lying position

(sternal and lateral). However, the pigs were more active in the morning compared to the day and nighttime. Moreover, at

night, pigs primarily rested in the lateral lying position. With the peak value in GHGs, the standing and walking activities of

the pigs were decreased significantly (almost by half), as shown in Figure 2a,b. The standing score was increased with

the decrease in GHGs (one hour later of treatment). A similar pattern was followed by the walking activity score, except in

the morning, where the walking score did not increase noticeably. Likewise, the sternal lying behavior of the pigs also

decreased with the increase in GHGs (Figure 2c). Conversely, the lateral lying behavior of the pigs increased significantly

in the morning and daytime (nearly 40% in the morning and 30% in the day). However, it was marginally increased in the

nighttime, as given in Figure 2d. One hour later of the treatment (08:00–09:00, 14:00–15:00, and 21:00–22:00), the

GHGs remained relatively higher than before the treatment. Therefore, the respective effects on all the pigs’ activities

were observed, as presented in Figure 2. The total distance traveled (in terms of pixels) by all walking pigs was higher in

the morning before treatment hour and observed least in the nighttime treatment hour. Figure 3 demonstrates the total

distance traveled and the locomotion pattern of walking pigs on the morning of the day 1 experiment.
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Figure 2. Group-wise average posture and walking frame scores of pigs: (a) standing score, (b) walking score, (c)

sternal-lying score, and (d) lateral-lying score. The scores show the average number of pigs in a frame with a particular

posture. The bars represent the average activity scores obtained in three days at an hour before, during, and after the

treatment period in the morning, day, and nighttime.

Figure 3. Total distance traveled by the pigs in group and the day 1-morning time locomotion activities: (a) the total

distance traveled by all pigs during the study period, (b) locomotion of the group pigs before treatment in the morning of

day 1, (c) during the treatment, and (d) after the treatment.

4. Individual Pig Posture and Walking Behavior

The tracking algorithm provided a virtual ID to each pig and remained tracked until the number of missing frames was less

than the specified age of the ID (50). The individual posture and walking activities were determined similarly as group-

wise behavior measurements, except treating them individually. The posture and walking activity scores of each pig are

given in Figure 4. Pig 5 was more active than the other pigs, whereas Pig 3 was inactive most of the time.



Figure 4. Posture and walking activity score profiles of individual pigs during the study period.

5. Pig-Activity Detection and Tracking Model Performance

The YOLO model was trained for 500 epochs, whereas the Faster R-CNN model was trained for 50,000 iterations and

saved with trained weights. Then, the model performance was assessed comprehensively using a toolkit implemented in

the object detection metrics analysis . The overall and class-wise average precision and recall obtained from the two

models are shown in Figure 5. The YOLO model gave balance accuracy metrics (Figure 5a) compared to the Faster R-

CNN model, which produced the highest accuracies for lateral lying posture detection and least for standing posture

(Figure 5b). The APs of the Faster R-CNN model for the lateral lying, sternal lying, and standing postures were 97.21%,

96.83%, and 95.23%, respectively, with an overall mAP of 96.42% at 0.5 IoU. In comparison, the YOLO model provided

98.52%, 98.33%, and 99.18% accuracies for lateral lying, sternal lying, and standing postures, respectively, with an

overall mAP of 98.67% at 0.5 IoU. Figure 6 shows the example frames of pig posture detection in different scenarios. The

detection confidence of the Faster R-CNN model was higher for the sparsely located pigs. However, it declines with the

increase in pig congestion and occlusion occurrence. Whereas the YOLO model produced balanced detection confidence

in all scenarios, providing better precision and recall values. The Faster R-CNN model provided some false positive

detections for standing and sternal lying postures, reducing the precision score, as shown in Figure 5b. Similarly, the time

taken by the YOLO model was 0.0314 s per image compared to 0.15 s per image of the Faster R-CNN model. The

models’ detection speed was calculated by averaging the time taken to detect 30 min video frames.

Figure 5. Class-wise and overall precision-recall evaluation metrics of the model: (a) YOLOv4 model and (b) Faster R-

CNN model.
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Figure 6. Sample of pig posture detection under various conditions by two models: (a–c) by YOLOv4 model for the frame

having sparsely located pigs, the frame having densely located pigs, and the frame having occlusion, respectively, and

(d–f) by Faster R-CNN model for the same frames applied in the YOLOv4 model.

Our proposed model works on tracking by detection strategy. The pig location in the frame was detected by the YOLO

model with the corresponding pig posture. Then, the tracking algorithm assigned a virtual ID to the detected pig and

tracked it throughout the frames in a video clip. Therefore, the accuracy of the tracking algorithm also depends upon the

accuracy of the detection algorithm. In this study, the YOLOv4 produced good detection accuracy (98.67%), resulting in a

good tracking accuracy of MOTA 93.13% and MOTP 81.23%. Some example frames after implementing the tracking

algorithm are shown in Figure 7.

Figure 7. Sample of tracked frames by the tracking algorithm: (a) the first frame, (b) the 150th frame as Pig 5 is moving,

and (c) the 300th frame where Pig 5 has changed its posture from standing to sternal lying.
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