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Microorganisms like bacteria, archaea, fungi, microalgae, and viruses mostly form complex interactive networks within the

ecosystem rather than existing as single planktonic cells. Interactions among microorganisms occur between the same

species, with different species, or even among entirely different genera, families, or even domains. These interactions

occur after environmental sensing, followed by converting those signals to molecular and genetic information, including

many mechanisms and classes of molecules. Comprehensive studies on microbial interactions disclose key strategies of

microbes to colonize and establish in a variety of different environments. Knowledge of the mechanisms involved in

microbial interactions is essential to understand the ecological impact of microbes and the development of dysbioses.

Furthermore, it might be the key to exploit strategies and specific agents against different facing challenges, such as

chronic and infectious diseases, hunger crisis, pollution, and sustainability.
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1. Introduction—Microbial Interactions at a Glance

Microorganisms, or short microbes, are speciesism of microscopic scale, including the highly diverse group of unicellular

organisms belonging to the three domains of life, comprising bacteria, archaea, protozoa, microalgae, fungi, and viruses.

Prokaryotes (bacteria, archaea) and viruses form the majority of microorganisms and, consequently, represent the

review’s focus. Exemplarily, bacteria reach abundances of 1 × 108 cells/g and viruses even of 5 × 109 particles/g in dry

soil; in oceans, bacteria achieve densities of 5 × 105 cells/mL and viral particles Within such microbial populations, and

between the microbes and a eukaryotic host or the environment, a huge variety of microbial interactions occur, ranging

from bacteria–bacteria, bacteria–fungus, bacteria–virus, to bacteria–host (plant, animal) interactions .

Those microbial interactions are crucial for successfully establishing and maintaining a microbial population in various

environments and on various hosts . The many years of coevolution of the different species led to interdependent

adaptation and specialization and resulted in various symbiotic relationships facilitating commensal, mutualistic, and

parasitic interactions  (as illustrated in Table 1). Contrarily, parasitic bacteria, better known as pathogens, harm their host

in various ways, such as invading tissues, producing toxins, or causing direct damage to host cells. The list of parasitic

interactions, particularly focusing on human diseases, could be expanded indefinitely; however, mechanistic

understanding of commensal and mutualistic interactions, especially between prokaryotes, lags .

Table 1. Types of microbial interactions adapted from .

Interaction Characteristic Species A Species
B Example

Mutualism Symbiosis needed for survival in a
specific habitat Benefits Benefits Root nodules 

Synergism Another improves the growth of
one partner Benefits Benefits

Crossfeeding of acetate between
bacteria 

Commensalism One partner benefits and the other
is not harmed nor improved Benefits Not

affected
Nitrification with Nitrosomonas and

Nitrobacter 

Parasitism Host is compromised Benefits Harmed
Bdellovibrio sp. and BALO require

Gram-negative bacterium for growth 

Competition Rivalry for space and nutrients Harmed Harmed
Soil bacteria compete with fungi for

nutrients 

Antagonism Product(s) of one partner impact
another

Not affected
or benefits Harmed Production of antibiotics 
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In the following, examples of microorganism–microorganism and microorganism–host interactions are presented in more

detail to demonstrate the variety and diversity of microbial interactions in different habitats.

2. Microbial Community Interactions

Microbes respond to their chemical environment and interact with other microbes in their vicinity . The nature and

significance of interactions depend on the abundance and types of microorganisms present, which possess different

sensory systems . Cell–cell interactions can cause cooperative effects, where one or more individuals benefit, or

competition between microbes occurs with an adverse effect on one or more partners. Microbes are not limited to a single

type of interaction, and their response is transient and influenced by the chemical and/or physical environment, resulting

in a highly complex microbial community .

In their natural environment, fungi interact with other microorganisms, such as other fungi and bacteria (as illustrated in

Figure 1). and interspecific fungal interactions are mediated upon contact and/or signaling molecules leading to, e.g.,

mating, alterations in growth and development, and pathogenicity . Moreover, it was shown that fungal–bacterial

interactions enable the production of specific fungal secondary metabolites . It was demonstrated that exclusively close

physical interaction between Aspergillus nidulans and Streptomyces rapamycinicus activates the production of specific

aromatic polyketides .

Figure 1. Fungal interactions. Examples of fungal interactions are illustrated with their respective consequences, adapted

from .

Within the last decades, it became clear that fungal interactions are crucial to natural and anthropogenic ecosystems,

including human health. On the one hand, fungal interactions represent a great potential to be utilized in sustainable

agriculture. It is frequently suggested that arbuscular mycorrhizal may improve phosphor nutrition, enhance nitrogen

uptake, or improve disease resistance in their host plants. The mycorrhizal symbiosis becomes important in sustainable

agricultural systems where nutrient inputs are low and play an essential role in nutrient mobilization from crop residues

.

On the other hand, recognizing fungal interactions with harmful properties, for instance, in human health, could lead to

improved therapeutics .

Mutualistic symbioses with archaeal partners were described, some of them with high relevance to global environmental

cycles and others of unknown ecological significance related to highly specific mechanisms (reviewed in ). Another

study observed stable archaeal aggregates formed by Pyrococcus furiosus and Methanopyrus kandleri, while hydrogen

produced by Pyrococcus is utilized by Methanopyrus . Such interspecies hydrogen transfer is also prominent for

syntrophic archaea–bacteria consortia. A multitude of such syntrophic associations was described for hydrogenotrophic

methanogens, for example, with the fermentative Acetobacterium and Syntrophobacter , Desulfovibrio under low

sulfate concentrations , and Thermoanaerobacter, Desulfotomaculum, and Pelotomaculum under thermophilic

conditions .

Furthermore, methanogenic archaea are essential in the degradation of organic substrates under anaerobic conditions to

methane and carbon dioxide within the guts of animals as anaerobic niches of nutrient decomposition  (as illustrated in

Figure 2). Remarkably, a single methanogenic representative, Methanobrevibacter smithii, is the predominant archaeon in

human gut microflora . Interactions between archaea and other organisms are definitely as specific and widespread as
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bacterial interactions, but so far, the underlying mechanisms are still poorly understood. Future studies with archaeal

model organisms might lead to insights comparable with that of those achieved with bacterial models like E. coli and

Pseudomonas aeruginosa .

Figure 2. Archaeal interactions; examples of archaeal interactions adapted from .

A prominent distinguishing feature of phages is their biological cycle . Subsequently, the host cell DNA is degraded, and

the host metabolism is directed to initiate phage biosynthesis. In contrast, the lysogenic cycle is based on the integration

of the genetic material of the phage into the genome of the host cell to produce a prophage (or temperate phage). Cell

surface receptors recognized by the phage may include protein receptors (OmpA and OmpC), lipopolysaccharide (LPS)

receptors, receptors located in capsular polysaccharides (Vi-antigen), and pili and flagella .

Interactions with phages can cause benefit or harm to individual cells or entire communities because interactions range

from mutualistic to commensal up to parasitic, including the transmission of novel bacterial phenotypes, modulation of

bacterial gene expression and evolution, and killing of bacteria . Some temperate phages can modulate bacterial

physiology, such as E. coli phage Mu, which integrates randomly within the bacterial genome, mutagenizing an infected

population and eliminating those cells with insertions in essential genes . There is increasing evidence from aquatic

habitats that phages massively affect bacterial diversity, bacterial virulence, bacterial evolvability, and even shape the

stability of ecosystems . Bacteriophage research nowadays increasingly focuses on the potential of phages to treat

bacterial infections and contaminations .

Interactions between bacteria, either between cells of the same species or between different bacterial species, are

manifold and ubiquitous in nature  (as illustrated in Figure 3). In the marine environment, exogenous siderophores act

as signaling compounds that influence the growth of marine bacteria under iron-limited conditions. Although the molecular

structures of the signaling molecules, the organization of the sensing machinery, and the functional consequences of the

signaling process show significant diversity among different bacteria, the biological similarity of these processes is

undeniable . Finally, interference with bacterial cell–cell communication (Quorum Quenching, QQ) is discussed as a

natural mechanism for recycling own QS signals and in the context of a competitive relationship.
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Figure 3. Bacteria–bacteria interactions; examples of positive and negative interactions among bacterial species.

Over time, microcolonies undergo cell death and lysis along with active dispersal of motile bacteria  (as illustrated in

Figure 4). Biofilms are complex systems typically comprising many species of high cell densities, ranging from 108 to

1011 cells/g wet weight . Furthermore, biofilms cause contamination of medical devices and implants, biofouling,

contamination of process water or even drinking water, and corrosion . In contrast, biofilms are used in biotechnological

applications, including filtration of drinking water, degradation of waste (water), and biocatalysis of biotechnological

processes, such as producing bulk and fine chemicals as well as biofuels .

The biofilm lifestyle is distinct from that of free-living bacterial cells. Tolerance in biofilms can result from both the biofilm

matrix acting as diffusion barrier and inactivation zone of antimicrobials and slowed growth of biofilm cells, even leading to

the dormancy of cells. Resistance of cells in the biofilm to antimicrobials can also occur by the uptake of resistance genes

through horizontal gene transfer, since genetic competence and accumulation of mobile genetic elements is increased in

biofilms . Furthermore, invaders can inhibit the maturation of a biofilm and promote its dispersal through

downregulation of adhesin synthesis, inhibition of cell–cell communication, or degradation of matrix polysaccharides,

nucleic acids, and proteins .

In conclusion, numerous biofilm studies identified fundamental principles that underlie many of the key properties and

phenotypes of biofilms, e.g., cell–cell interactions, spatial structuring, and heterogeneity. Although studies of microbial

consortia in natural settings were revolutionized by metagenomics, most insights were gained with less complex biofilm

communities in the laboratory, often neglecting spatial and temporal scales of microbial interactions in the assemblages

. Understanding how to disrupt or promote the function of biofilm communities, which are recognized as the primary

form of bacterial life in nature, is a priority for modern microbiology . Consequently, extensive knowledge gain on QS,

which plays a crucial role in biofilm formation for various bacterial species, is essential and would have immense

implications for an improved understanding of microbial ecology and the treatment of microbial infections.

Many bacteria use a cell–cell communication system called Quorum Sensing to coordinate population density-dependent

behaviors . QS is based on the synthesis and perception of low molecular weight molecules, so-called autoinducers

(AI), which either diffuse over the cytoplasmic membrane or are actively transported and detected explicitly by a specific

receptor (as illustrated in Figure 5). When the AI binds its corresponding receptor, the subsequent signal transduction is

activating the transcription of target genes, often including those encoding the respective AI synthase (autoregulation) .

Activation of the receptor changes the regulation of target genes, leading to synchronized transcription in the population

.
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Figure 5. Quorum sensing (QS) systems and Quorum quenching (QQ) strategies. (A) Gram-negative bacteria produce

diffusible autoinducers (AI, triangles) by a LuxI homologous synthase. AIs diffuse into the cell and bind to cognate receptor

(LuxR homolog). This complex binds at target gene promoters and activates their transcription. (B) A precursor peptide

(loop) is produced and modified (circles) by Gram-positive bacteria and then secreted via an ATP-binding cassette (ABC).

A two-component system detects signaling molecules, and phosphorylated response protein binds to specific promoter

genes to modulate their expression. (C) The QS system of V. harveyi combines Gram-negative and Gram-positive QS

elements, in which acyl-homoserine lactones (AI-1, triangles) are synthesized by LuxLM, and a second universal AI (AI-2,

pentagons) is synthesized by the enzyme LuxS. AIs are detected by two-component systems whose signals are

transduced by phosphorelay and end in the expression of the luciferase structural operon (luxCDABE). (D) Examples of

QQ strategies. (1) inhibition of AI biosynthesis; (2) inhibition of signal transport; (3) degradation, modification, or

antagonism of AIs, and (4) inhibition of signal recognition.

QS allows bacteria not only to communicate within their own, but also between different bacterial species. Therefore,

autoinducer-2 (AI-2) is synthesized and recognized by many different bacterial species. Different isoforms bind different

signal receptors; for instance, the S-form binds to the signal receptor LuxP in V. harveyi, whereas the R-form binds to the

LsrB receptor protein in Salmonella enterica serovar Typhimurium or E. coli . Vastly different bacterial genera can

detect the same compound as in the case of AI-2. Slightly modified molecules of the same chemical class even activate

different responses among different species of the same genus .

Many QS-regulated products are secreted or excreted products, such as secreted proteases, and can thus be used by

any community member, although its synthesis implies a metabolic cost for only one individual cell . In addition,

bacterial swarming is a social trait due to the joint production of secreted surfactants in several bacterial species, including

P. aeruginosa and B. subtilis . In contrast, various bacterial species use QS to control the production of secreted

or cell-targeted toxins, for example, bacteriocins in Streptococcus species  and type VI secretion effectors in B.

thailandensis . In soil communities, P. fluorescens and P. aureofaciens use QS-regulated phenazines to fight the fungus

Gaeumannomyces graminis and colonize the plant .

Moreover, recent evidence shows that QS is not restricted to the domain of bacteria, but also shows that QS is not

restricted to bacteria and allows communication between bacteria and their hosts. In the meantime, scientists

comprehended that these bacterial signals modulate mammalian cell signal transduction , and that host hormones can

crosstalk with QS signals to modulate bacterial gene expression . The most studied plant–bacteria interaction in the

marine environment is the red alga Delisea pulchra, which secretes brominated furanones to protect from fouling

microorganisms. In addition, opioids such as endorphin and dynorphin are known as novel hormones hijacked by

pathogenic bacteria like P. aeruginosa.

The numerous examples of QS involvement within the bacterial domain and among domains leading to cooperative and

competitive interactions point to the importance of this fundamental communication system. Since many bacteria use QS

to control the expression of virulence factors, regulate pathogenicity and biofilm formation, the interference with this cell–

cell communication mechanism further constitutes a novel and promising strategy to control bacterial infectious diseases

.
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Firstly, inhibition of signal molecule biosynthesis can be achieved by inhibiting involved enzymes as the acyl chain (acyl-

acyl carrier protein) (ACP) and S-adenosylmethionine synthase, or interfering with the synthases themselves as LuxI

homologs and LuxS . Based on the importance of S-ribosyl-homocysteine (SRH) in synthesizing the precursor DPD for

the generation of universal signaling molecule AI-2, several research groups found substrate analogs of SRH potential

inhibitors that target AI-2 synthesis. QS inhibitors in poultry meat wash samples were characterized by identifying several

quenching fatty acids. These enzymes are widely conserved in several bacteria, including Variovorax, Ralstonia, and P.

aeruginosa .

QQ was found to be related to the fine-tuning of QS functions, e.g., clearing of the QS-signal regulated the transfer of the

Ti-plasmid in A. tumefaciens, which is crucial for plant infection with crown gall disease . The serum and tracheal

epithelial cells of mammals could efficiently inactivate long-chain AHLs of this pathogen . Therefore, competitors also

evolved several mechanisms to disarm QS systems to avoid bacterial colonization and competence. Inhibitors and

antagonists of signal reception  or enzymatic inactivation were identified among bacteria in natural environments, as

already pointed out above .

The development of treatments based on QS interference is largely driven by alternative or complementary approaches to

often ineffective antibiotics . Several bacterial metabolites were also able to block QS-regulated phenotypes in

aquaculture pathogens, among those Shewanella sp. Epiphytic bacteria are exploited for controlling diseases by

interfering with the QS-regulated virulence of plant pathogens like P. syringae . The use of garlic as a QS inhibitor

against P. aeruginosa, which is intrinsically resistant to many antibiotics and causes chronic infections, was demonstrated

by Rasmussen et al.

By simultaneous addition of defined amounts of promoter-inducing autoinducers in the assay, these biosensors can also

be used to identify QQ compounds, interfering with these signal molecules. Remarkably, there are mostly AHL-QS-based

reporters published, which allow the identification of AHL-interfering compounds such as AHL-degrading  or -modifying

 compounds as well as AHL agonists  and antagonists . Based on this type of system, a screen will indicate a QS-

interfering compound by the disappearance of the reporter signal. As already mentioned, in contrast to AHLs, only a few

AI-2 QQ compounds were identified to date, probably due to the lack of appropriate reporter systems .

In conclusion, QQ strategies have evolved in many pro-and eukaryotes as a mechanism for recycling or clearing their own

synthesized QS signals or as a competitive strategy against QS signal-producing organisms. Moreover, QQ might

become an effective alternative to combat infections and bacterial biofilms, either as single agents or in combination with

antibiotics or other alternative strategies. However, future studies should focus on the underlying QQ mechanisms at a

molecular level, their biological role in microbial communities, and their use as antibacterial treatment under realistic

conditions to exclude toxic side effects.

Secondly, host and microbes intensively interact and coevolve  (as illustrated in Figure 6). Microbes interact with

the host cells through adhesive molecules on their surface, thus promoting interaction with host cell receptors and

triggering host responses among those immune responses and metabolic and behavioral reactions . Understanding the

microbiota–gut–brain axis can give new insights into individual variations in cognition, personality, mood, sleep, and eating

behavior and how microbes contribute to a range of neuropsychiatric diseases ranging from affective disorders to autism

and schizophrenia. Besides cooperation between microbiota and host, there are numerous examples of interactions

among different species of microorganisms within a metaorganism, like cross-feeding between microbes in the mucus of

coral holobionts  or sharing of “public goods” in microbial biofilms on the outer surface of animals or plants as well as

the digestive tract of animals.
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Figure 6. The metaorganism concept; a metaorganism consists of a multicellular host and its associated microbiota

located in a specific environment. Selected factors are presented that might influence bacterial colonization of host

surfaces, ultimately affecting various host functions.

Cooperation among microbes and between microbes and their host coevolved over millions of years, exemplified by

arbuscular mycorrhizal fungi and roots of vascular plants (ca. Here, fungi of the phylum Glomeromycota penetrate the

cortical cells of the roots of a vascular plant forming arbuscules. Arbuscular mycorrhizal symbiosis is presumed to be the

most prevalent known plant symbiosis and is found in 80% of vascular plant families . There are numerous known

examples of horizontal gene transfer (HGT) between symbionts and their hosts, e.g., transfer of biosynthetic genes for

carotenoid production from a fungus to aphids , gene transfer from the endosymbiont Wolbachia to the arthropod host

, and transfer of the long interspersed nuclear element (LINE-1) from human to the pathogen Neisseria gonorrhoeae

.

In summary, all animals and plants are inhabited by microbial organisms, which influence the health and fitness of their

hosts, ultimately forming a metaorganism harboring complex interactions among microbial community members and

between the microbes and their host. Research on host–microbe interactions became an emerging cross-disciplinary

field. However, the molecular and cellular mechanisms controlling interactions within the metaorganisms are poorly

understood, and many key interactions between the associated organisms remain unknown. Future studies should focus

particularly on the functional consequences of the interactions and the impact of the microbiota on the host’s life history

and evolutionary fitness.

3. Methods for Studying Microbial Interactions

Metagenomics studies identified many novel microbial genes coding for metabolic pathways, such as energy acquisition,

carbon and nitrogen metabolism, and novel genes, particles, and compounds applicable to biotechnology .

Moreover, metagenomics led to the discovery and characterization of a wide range of biocatalysts and novel compounds

for clinical, industrial, and biotechnological applications. Metagenomics further identified novel xenobiotic degradation

pathways used by prokaryotes in the environment , which can be used in biotechnology. One of the main areas of

metagenomic research from the beginning was discovering novel biocatalysts, including esterases, nitrile hydratases,

alcohol reductases, amidases, cellulases, amylases, glycogen-branching enzymes, and pectate lyases 

.

Besides metagenomics, advances in sequencing and “omic” technologies improved effectively tracking microbial

community composition and the metabolic activity of microbes, further allowing for correlations on microbial functions .

Additional in situ methods can also help to capture microbial interactions . Nowadays, synthetic approaches also help

to explore the complexity of microbial interactions . However, it should not be neglected that understanding

microbial community interactions, particularly all the complex interactions that take place in metaorganisms, also rely on

cultivation-dependent approaches .

Besides understanding microbial interactions, research also focused on investigations to use microbial consortia in

biotechnology processes, including fermentation, waste treatment, and agriculture, for millennia . However, only an

improved understanding of natural microbial ecosystems and the development of new tools to construct synthetic and

engineered consortia vastly expanded the possibilities of using microbial consortia for diverse applications, including

bioproduction of medicines, biofuels, and biomaterials . Commensal or mutualistic interactions among microbial

members of a consortium can significantly enhance the product outcome of the bioprocess, ensuring their industrial

application and long-term stability . Beyond being simply positive or negative, beneficial or inhibitory, microbial

interactions can involve a diverse set of mechanisms, dependencies, and dynamical properties.
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