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Historically, individuals with hearing impairments have faced neglect, lacking the necessary tools to facilitate

effective communication. Building a sign language recognition system using deep learning technology plays a vital

role in interpreting sign language to ordinary individuals and the reverse. This system would ease the process of

communication between deaf and normal people.

image-based  American sign language  deep learning  transfer learning

1. Introduction

Throughout history, humans have employed a variety of communication techniques including gesturing, sounds,

drawing, writing, and speaking. However, for people with deafness or hearing impairments, sign language is the

primary means of communication and interaction with others, breaking down all barriers of hearing loss condition

which severely limits their verbal communication. Because of communication barriers, people with these disabilities

have fewer opportunities for development. Sign language is a spontaneous non-verbal language expressed by

using manual gestures, facial expressions, and body language to convey messages and meaning. These signs

may vary from one country to another, although they have some similarities in using sign language. Unfortunately,

there is no universal sign language that can be used for all people with hearing impairments around the world .

According to the World Health Organization’s (WHO) most recent research, 5% of the world’s population—432

million adults and 34 million children—have disabling hearing loss, not to mention more than 1 billion people are

susceptible to hearing loss due to extended and excessive to loud sounds . In fact, people who lose their hearing

sense under any circumstances will lose their ability to speak. The enormous number of deafness and hearing loss

conditions has garnered the attention of many researchers and developers in the field of speech recognition and

other multidisciplinary fields to conduct their study to assist people with hearing impairments. Their goal is to

facilitate the daily life of people with hearing disabilities for communication and social interaction with other

individuals. Consequently, with the rapidly growing deaf community, building a sign language recognition system

using deep learning technology plays a vital role in interpreting sign language to ordinary individuals and the

reverse. This system would ease the process of communication between deaf and normal people. As a result,

people with hearing impairments will have the opportunity to become more engaged in society, developing social

interaction and relationships . Nowadays, the sole means for people with hearing impairments to communicate

with other ordinary people is through interpreters. However, it is very costly to hire interpreters who have expertise

in interpreting for the deaf, because of the limited number of such interpreters. Nevertheless, there are several

obstacles in implementing a sign language recognition system to support the deaf and hearing loss community that

should be discussed. Firstly, not all hearing-impaired individuals use sign language as a method of communication,
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which may give them a sense of isolation and depression. Secondly, there are more than 200 different sign

languages and dialects from different countries which may delay the process of implementing a sign language

recognition system which would be applicable in various countries . Lastly, not everyone is proficient in using

today’s modern technology due to a lack of education and development, which can be neglected. Numerous

studies and research should be oriented to address and comprehend the obstacles that deaf and hard-of-hearing

people encounter, which hinder their societal engagement .

2. Sign Language Recognition Techniques

This section explores an influx of related publications on sign language recognition techniques. According to 

, the implementation of a sign language recognition system can be carried out either by using a sensor-based

approach, an image-based approach, or both approaches (hybrid), as can be seen in Figure 1.

Figure 1. Main approaches for sign language recognition system.

In the sensor-based system technique, the user wears a specialized glove equipped with multiple sensors and

wires. These sensors assist the system in tracking and recording the movements of hands and fingers. The

information transmitted to a computer includes data on finger bending, movements, orientation, rotation, and hand

position for interpretation. This interaction between the smart glove and computer is a clear example of human–

computer interaction. There are two types of sensor-based methods used in sign language acquisition: sensors

that can only detect finger bending and sensors that detect hand motion and orientation . For more detailed

information, readers can refer to the comprehensive survey paper “Systems-based sensory gloves for sign

language recognition” .

In an image-based approach, there is no need to wear a glove overloaded with wires, sensors, and other materials.

The idea behind image-based systems is to use image processing techniques and algorithms to perceive sign

gestures . Image-based sign language recognition systems can be developed using smart devices since
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most smart devices have high-resolution cameras that allow natural movements and easy availability. Sensor-

based systems are accurate and reliable because they simulate hand gestures. Nevertheless, sensor-based

techniques have significant drawbacks, such as the user’s heavy glove size making it uncomfortable to wear 

. In addition, the glove has several wires connected to a computer, which limits the user’s mobility and its usage

of real-time applications .

In , the authors developed an Arabic sign language (ArSL) recognition system based on a CNN. A CNN is a sort

of artificial neural network (ANN) used in deep learning for image processing, recognition, and classification. The

system’s implementation recognizes and translates hand gestures into text to bridge the communication gap

between deaf and non-deaf people. They used a dataset consisting of 40 Arabic signs, with each sign having 700

different images, which is a principal factor for training systems to have multiple samples per sign. They employed

various hand sizes, lighting, skin tones, and backgrounds to increase the system’s dependability. The result

showed an accuracy of 97.69% for training data and 99.47% for testing data. The system was successfully

implemented in both mobile and desktop applications. In the same context, Ref.  introduced an offline ArSL

recognition system based on a deep convolutional neural networks model that can automatically recognize letters

and numbers from one to ten. They utilized a real dataset composed of 7869 RGB images. The proposed system

achieved an accuracy of 90.02% by training 80% of dataset images. The research introduced in  aims to

translate the hand gestures of two-dimensional images into text using a faster region-based convolutional neural

network (R-CNN). Their system mapped the position of the hand gestures and recognized the letters. They used a

dataset of more than 15,360 images with divergent backgrounds that were captured using a phone camera. The

result shows a recognition rate of 93% for the collected ArSL images dataset. The goal of this proposed study by

 is to create a system that can translate static sign gestures into words. They utilized a vision-based method to

obtain data from a 1080 full-HD web camera of the signer. The camera will capture only the hands to feed into the

system. The dataset will be built through continuous capturing. CNN is applied as a recognition method for their

system. After training the model and testing it, the system acquired an average of 90.04% accuracy for recognizing

the American Sign Language (ASL) alphabet, 93.44% for numbers (from 1 to 10), and 97.52% for static word

recognition. In , the authors presented a vision-based gesture recognition system that uses complicated

backgrounds. They designed a method for adapting to the skin color of different users and lighting conditions.

Three types of features were combined: principal component analysis (PCA), linear discriminant analysis (LDA),

and support vector machine (SVM) to describe the hand gestures. The dataset used contains 7800 images for the

ASL alphabet. The overall accuracy achieved is 94%. The authors in this work  utilized a supervised ML

technique to recognize hand-gesturing in ArSL using two sensors: Microsoft’s Kinect with a Leap Motion Controller

in a real-time manner. The proposed system matched 224 cases of the Arabic alphabet letter signed by four

participants, each of whom performed over 56 gestures. The work carried out by  presents a visual sign

language recognition system that automatically converts solitary Arabic word signs into text. The proposed system

has four main stages: hand segmentation, hand tracking, hand feature extraction, and hand classification. The use

of the hand segmentation technique is performed to utilize dynamic skin detectors. Then, the segmented skin blobs

are used to track and identify the hands. This proposal uses a dataset of 30 isolated words frequently used by

hearing-impaired students daily in school. The result shows that the system has a recognition rate of 97%. In ,
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the authors created a dataset and a CNN sign language recognition system to interpret the American sign gesture

alphabet and translate it to our natural language. Three datasets were used to compare the results and accuracy of

each. The first dataset, which belongs to the authors, has 104,000 images for 26 letters of ASL; the second dataset

of ASL has 52,000 images; and the third dataset contains 62,400 images. The datasets were split into 70% for the

training sets and 15% each for the validation and testing sets. The overall accuracy for all three datasets based on

the CNN model is 99% with a slight difference in the decimal values. For another proposed sign language

recognition system, ref.  trained a CNN deep learning model to recognize 87,000 ASL images and translate

them into text. They were able to achieve an accuracy of 78.50%. For another ASL classification task, ref. 

developed EfficientNet model to recognize ASL alphabet hand gestures. Their dataset size was 5400 images. They

achieved an accuracy of 94.30%. In the same context,  used the same dataset of 87,000 images for

classification. They used (AlexNet and GooLeNet) models, and their overall training results were 99.39% for

AlexNet and 95.52% for GoogLeNet. In , the authors evaluated ASL alphabet recognition utilizing two different

neural network architectures, AlexNet and ResNet-50. The results showed that AlexNet achieved an accuracy of

94.74%, while ResNet-50 outperformed it significantly with an accuracy of 98.88%.
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