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Improving the quality, developing and implementing systems that can provide advantages to students, and predicting

students’ success during the term, at the end of the term, or in the future are some of the primary aims of education. Due

to its unique ability to create relationships and obtain accurate results, artificial intelligence and machine learning are tools

used in this field to achieve the expected goals.
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1. Introduction

Rather than aiming to mimic human intelligence, artificial intelligence (AI) seeks to create a sequence of processes that

can implement skills that are inaccessible to human intelligence. However, as the human brain is described as the most

complex machine in the universe, all created AI models are consistently compared with human intelligence and efforts

have increased to create machines that can think, speak, and make decisions as humans do. Nevertheless, even though

the first quarter of the 21st century has almost ended, AI is still mainly used to support humans and appears to be far from

being implemented comprehensively.

The application areas of AI and its sub-field, machine learning (ML), are not limited to the subjects in which people have

existing knowledge, but have spread to every field that provides new knowledge and developments in different business

 or scientific areas . In almost every field of engineering, social, and medical science, AI research contributes to

humanity, science, or artificial intelligence studies, resembling both large and small bricks used to construct a building. In

recent years, there has been increased interest in studies on AI in Educational Sciences (ES) as this building remains

incomplete.

Education is the most crucial element that facilitates the development and progress of individuals and, consequently,

countries. Novel studies are continually being conducted in Educational Sciences to accelerate this development and

progress, make it more efficient, and provide new services. At the same time, the importance of AI in research and

applications in education is increasing, as AI and ML applications and research are being performed in different ES fields

to drive education . Updating course content for teachers , enabling students to receive personalized education ,

promoting smart course selection in higher education , and exam-paper preparation  are just a few examples of these

applications.

In recent decades, attempts have been made to predict student performance, both during and at the end of term,

employing the classification and regression skills of ML models by using the information obtained from questionnaires,

demographic information , or stored Massive Open Online Courses (MOOCs), mobile autonomous school (MAS)

and blended course information . These studies aimed to increase student achievement levels, provide more

effective and individualized teaching strategies for students, and improve their learning skills by predicting the

performance of students at the end of term , during the active semester , or by determining the risk levels ,

drop-out probabilities , or the factors that are most influential on student performance .

However, different machine learning models, varied datasets, and different evaluation and validation criteria were reported

in these studies, which has led to difficulties in determining the direction of future research, level of success and efficiency,

and knowledge provided by the ML models for this field.

2. Machine Learning and Student Performance Prediction: Critical Gaps
and Possible Remedies

Artificial intelligence and machine learning have been studied in educational sciences as well as in all areas of life.

However, research differs in terms of its purpose, the models used, datasets, evaluation criteria, and validation strategy.
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From the point of view of machine learning, although every study contributes to and accelerates student performance

evaluations, the differences make it challenging to implement these studies in real life.

Discussions on various subjects have been performed to provide a broad perspective on student performance prediction

studies based on the results presented above.

Datasets have a significant impact on the aims of studies and can directly affect the domain of the study, the choice of ML

model, and the evaluation metrics used.

Questionnaires cannot generally be used for in-term estimations because of their reliability and discrete training events

when they are obtained. However, they continue to be considered in research on the impact of family and personal

preferences on student achievements.

Online data have been widely used in end-of-term, in-term, and drop-out studies. The recording of students’ interest in the

courses at a certain level and as time-series in these datasets has enabled artificial intelligence and machine learning

models to learn more meaningful data and produce more successful results. In addition, they have reduced the number of

people that the surveys need to reach, the effort, and the financial costs by obtaining data in digital environments in the

infrastructures of educational institutions.

Wang et al.  have taken the studies one step further by using a dataset that includes observations of students’ activities

and educational habits on campus. Therefore, in the most basic way, where and how much time students spend, the

effects of the books they buy from the library, and other aspects could be observed, and student performance predictions

could be performed accordingly.

The implementation of classification and regression tasks in student performance prediction studies is also related to the

characteristics of the data collected and the aims of the studies. The frequently used Student Performance Dataset 

allows researchers to perform investigations in regression and classification domains with the raw exam results provided.

On the other hand, in other datasets , the results were classified based on categorized performances or letter

grades of students, which complicates the implementation of a regression study on these datasets. The data content

might allow researchers to perform prediction studies in the classification domain (i.e., students’ withdrawal from the

course, end-of-term success: pass/fail) or in the regression domain (i.e., end-of-term success: exam point).

Regardless of whether the studies are in regression or classification, when they are categorized under the five main

headings identified above (estimation of course drop-outs, end-of-term success level prediction, in-term success

prediction, students’ risk identification, and future success estimation), different questions might be asked from an

educational perspective:

Do drop-out predictions contribute significantly to the student and their success levels?

When does the prediction of end-of-term success contribute to students’ self-development and their education?

Do the in-term performance predictions provide sufficient time to contribute to the students?

How early can risk predictions related to courses taken by students contribute to them?

In addition to the effect of the datasets on the studies, reduced errors and more interpretable results in classification

studies make them more applicable in this field. However, the analysis of individual results in regression tasks complicates

the evaluation of the results since each sample has a unique error.

The results obtained from the systematic literature review showed that all the reasons described above caused the

implementation of classification research (62%) to be significantly higher than regression studies (38%).

The considered datasets and problem domain affect the ML model selection in these studies. When the ML models are

considered, it can be concluded that the ability of neural-based models to process and learn a considerable amount of

data and produce successful results is an essential factor for consideration in most student performance prediction

studies . Furthermore, it has been observed that the use of recurrent neural networks, which can learn by

remembering past experiences while learning data, especially in time-series data such as online datasets, has become

prevalent .
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Even though the SVM and SVR models were frequently considered in the studies, the optimization of the

classification/regression process is one of their crucial characteristics, while the projection of data into another feature

space becomes more effective when the data are more informative. For this reason, SVM was generally considered in

classification studies with a limited number of data, ensemble/hybrid models, comparative studies, or where attributes or

instances were selected using data mining techniques . Therefore, the classification and regression ability of SVM

and SVR were optimized with minimized and selected data.

However, the uncertainties of neural-based models and SVM–SVR regarding interpretability led researchers to implement

models with successful and interpretable results. At this point, DT and RF became the focus models of the researchers.

Nevertheless, DT’s sensitive approach to data and the risk of obtaining low results highlighted the RF, which optimizes the

DT results by producing a certain number of DTs. Thus, the researchers attempted to achieve significant results and

identify the factors that directly affect student performance .

The contribution of all machine learning models to student performance prediction studies is undeniable. The direct use of

models, their use in data analysis and selection, and their use in creating hybrid or ensemble models have directed each

study to lead to further developments.

The literature review results showed that analysis using deep learning has gained importance in recent years .

Additionally, the success of artificial neural network models in transferring the obtained knowledge to other models has

started to be investigated in student performance predictions .

Since predicting which model would achieve superior results in artificial intelligence and machine learning applications is

difficult, it is impossible to determine a specific model that would lead to future studies. However, the data created by

developing computer and data storage technologies will make artificial neural networks and deep learning methods, which

can process and learn big data, more widespread for regression and classification tasks. Furthermore, other conventional

and tree-based models might be considered more frequently in the data analysis and data selection stages of studies on

student performance evaluation. However, the models’ abilities should not be underestimated for particular datasets with

limited inputs and samples .

As mentioned above, the dataset, aims, and study domain directly affect the determination of evaluation metrics, which

are different in both domains.

The most significant problem encountered in classification experiments is the accuracy obtained in experiments using

imbalanced data. In a classification study, where a class with a large number of samples can be better learned, achieving

a high accuracy result does not provide information about the efficiency of the other class results, and the accuracy

causes misleading results. Therefore, the vast majority of students can be identified in classes, such as pass or fail, risky

or not, etc. In imbalanced data, the F1 score and ROC AUC score are evaluated as metrics that show the model’s overall

performance more efficiently. In contrast, recall and precision metrics show the success level for specific classes and offer

insight for learning the relevant classes. For this reason, the use of the accuracy metric alone might lead to difficulties in

the real-life implementation of studies.

The standardization of the F1 and ROC AUC scores in all studies would contribute significantly to the studies’ analysis,

the success of models, and the trend of future studies for classification studies.

Similarly, the standardization of the R2 score, which provides a scaled and consistent evaluation of the models, would

provide a more effective evaluation of the proposed models. However, using additional metrics in regression problems is

essential to measure error minimization since the results might differ from obtaining high 

scores. In this case, it is challenging to determine which metric is more efficient, while the aim in measured data would be

the determinant. Therefore, the use of a minimum of two error metrics, such as MAE and MSE (or root MSE), could be

standardized for all student performance prediction studies.

In both problem domains, the applicability of the obtained results can be defined directly proportionally to the validation

techniques.

In order to optimize the learning process, a method that is widely used is to select the instances to be used in training with

different techniques. This could increase training and testing accuracy while reducing computational time in big data.

However, in studies where attributes are selected rather than instances, it should be considered that each different
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student entry contains new and independent data for both the training and test phase. Studies have shown that other

training instances could change the accuracy by more than 10% .

The hold-out method does not use all samples during the training and testing phases. It also creates problems in

determining the ratio of dividing the dataset into training, testing, or validation sets. Nevertheless, even the hold-out

method is preferred to reduce the computational time for big data; computers today can perform a vast number of

operations in student performance prediction studies.

For this reason, in studies where instances are not analyzed and selected, k-fold cross-validation, which considers each

sample during the learning and testing phase, should be a standard approach for training the model. The average number

of folds results should be evaluated as the overall success rate of the model. This will provide a more objective approach

for evaluating the obtained results, and the actual abilities of the models will be determined as a result of the evaluations

made by considering all the data.

Many different factors, such as changes in the conditions of student admission to educational institutions in countries,

education abroad, foreign language level, education in the mother tongue, cultural differences, demographic structure,

personal preferences, place of residence, weather conditions of the country of residence, health conditions, etc., and

factors that directly affect the university lives of students, were reported in different studies . Additionally, it is

known that students’ skills and their inclination and interest in courses also affect the level of success. If future studies are

conducted without considering all these issues, they might experience difficulties in ensuring that the developed systems

are applicable. Success only in specific predictions might mislead students and provide incorrect information to the

instructors and experts who are responsible for determining education policies.

The spread of flipped classrooms, online education, and distance education during the COVID-19 period enabled the

more effective recording of student data, logs, homework, quizzes, exams, feedback, and grades in many educational

institutions, especially in HEI.

Educational institutions could enable more comprehensive studies in this mobile era by measuring students’ time on

campus, their time on social media, and achievement records with volunteer students by developing special mobile

software. Combining all obtained behavioral and educational data with demographic, personal, and cultural data will

provide a more accurate prediction of student performance.

Therefore, it will be possible to predict students’ success in in-class and online courses more accurately by combining all

the data, not only with questionnaires or online information. This will enable the generalization of AI and ML for both online

and in-class courses, and artificial intelligence for student success in educational institutions will become more

widespread.

Several studies have demonstrated that regional, national, and cultural differences, education in a foreign language,

socioeconomic effects, demographic situation, and the role of instructors could have significant effects on the same scales

in predicting student performance . In addition, the developments in e-learning systems provide significant

outcomes . In this context, in the globalized world, creating a global education information consortium and the

acquisition of data with the same criteria in different educational institutions worldwide will make reaching the goal non-

specific and spread it across the globe. Moreover, it will undoubtedly create a tremendous source of information in

determining students’ performance in terms of success in the semester, at the end of the semester, and in the next

semester, whether it is distance education, in-class education, open education, etc.

Today’s computer technology provides the infrastructure to analyze big data that are obtained. This will make deep

learning and data mining more focused on student performance prediction studies and might provide more accurate and

applicable results than the results obtained so far.

Therefore, the drop-out and end-of-term predictions mentioned above as research topics will be provided as support

points to the students. However, the high prediction success of in-term and risk estimations and the implementation of an

early warning system will provide the most significant contribution. This will allow students to observe the risk levels and

expected success level at the end of the term after enrolling in the course, and the students’ interest in the course will be

increased.

Furthermore, instead of reaching general judgments in predicting students’ performance levels, it would be possible to

implement personalized and individualized performance evaluation systems and to further the meta-analysis results of

Schneider and Preckel’s  studies for HEI.
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