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Because interior design is subject to inefficiency, more creativity is imperative. Due to the development of artificial

intelligence diffusion models, the utilization of text descriptions for the generation of creative designs has become a

novel method for solving the aforementioned problem.

diffusion model  text generation design  interior design

1. Introduction

There is a huge demand for interior design worldwide, but existing design approaches or methodologies may not

fully meet these needs . One reason for this phenomenon is that the interior design process is complicated,

and frequent changes lead to low design efficiency . In addition, designers form fixed design methods to

save time, resulting in a lack of innovation . Therefore, it is important to improve the efficiency of interior

design and address the lack of innovation.

With the introduction of the diffusion model , it is possible to solve the problems of low efficiency and a lack of

creativity in interior design . The advantage of the diffusion model is that it can learn prior knowledge from

massive image and text description pairing information . The trained diffusion model can generate high-

quality and diverse images by inputting text descriptions in batches. Using the diffusion model for interior design

can generate design schemes in batches for designers. This method can effectively improve the efficiency of

design and creative generation .

Although diffusion models work well in most domains, they generate poor image quality in a few domains.

Especially in the field of interior design, which requires highly professional skills, conventional diffusion models

cannot produce high-quality interior designs. For example, the current mainstream diffusion models Midjourney ,

Dall E2 , and Stable Diffusion  cannot generate high-quality design images with specified decoration styles

and space functions (Figure 1). The correct decoration style and space function are very important to interior

design, and thus it is urgent to solve the above problems.
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Figure 1. Images generated by mainstream diffusion models are compared with those generated by the

researchers' method. Midjourney will produce a lot of redundant objects, and the image is not realistic (left one).

The object generated by DALL E2 is incomplete and has the wrong space size (second from the left). The

placement and spatial scale of things generated by Stable Diffusion are incorrect (third from the left). None of

these images are up to the interior design requirements, and the proposed method (far right) improves the above

problems. (prompt word: “Realistic, Chinese-style study room, with desks and cabinets”).

In order to batch-generate designs with specific decoration styles and space functions, this study created a new

interior decoration style dataset and retrained the diffusion model to make it suitable for interior design generation.

Specifically, this study first collected a brand new Interior Decoration Style and Space Function (IDSSF-64) dataset

from professional designers to solve the problem of a lack of training datasets for this task. IDSSF-64 includes the

classification of decoration styles and space functions. Then, researchers proposed a new loss function, which

adds style-aware reconstruction loss and style prior preservation loss to the conventional loss function. This

function forces the diffusion model to learn the knowledge of decoration styles and space functions and retains the

basic knowledge of the original model. The new model proposed in this study uses a new loss function and a new

dataset to fine-tune training for interior design generation with specified decoration styles and space functions. The

fine-tuning method does not need to retrain the whole model. It only requires a small number of images to fine-tune

the model to obtain a better generation effect, thus significantly reducing the amount of training data and training

time. The fine-tuned model can generate end-to-end interior designs in batches for designers to select, thereby

improving design efficiency and creativity. The framework of this study is shown in Figure 2.
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Figure 2. Study framework. This study first collects the interior decoration style dataset IDSSF-64 and then builds

a diffusion model suitable for interior design through fine-tuning. Users can input a decoration style and space

function into the fine-tuned diffusion model to directly obtain the design.

The fine-tuned diffusion model generative design method proposed in this study has changed the design process,

and interior design efficiency and creativity have improved. The model can generate a variety of indoor spaces and

ensure that the generated content meets the design requirements. Figure 3 demonstrates the interior design

effects of different decoration styles and spaces generated by the model. The figure shows that the model

understands the decoration styles and space functions. Each generated object appears in a suitable position,

resulting in high-quality interior design.

Figure 3. Interior design images generated by the diffusion model for different decoration styles and space

functions.

2. Conventional Interior Design Process

Interior design usually means that designers use their art and engineering knowledge to design interior spaces with

specific decorative styles for clients. Designers must choose appropriate design elements to shape the decoration
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style, such as suitable tiles, furniture, colors, and patterns. A strong decoration style is key to making the design

unique .

Designers usually use decorative renderings to determine the final design with clients, but this approach is

inefficient. The reason for this inefficiency is that the conventional interior design workflow is linear, and designers

spend a lot of time drawing design images and cannot communicate with customers in real time, resulting in many

revisions. The conventional design process is shown in Figure 4. Specifically, interior design usually requires

designers to find intentions to discuss with customers and decide on the decoration style. Then, the designer starts

to produce two-dimensional (2D) drawings and build corresponding three-dimensional (3D) models. Then, material

mapping is assigned to the 3D model, lighting is arranged for the space, and renderings are obtained. Finally, the

customer determines whether the design is suitable by observing the renderings . The linear workflow requires

designers to design step by step. Once the customer is unsatisfied with a particular node, the designer must redo

the entire design, leading to low design efficiency.

Figure 4. Conventional interior design process. Designers need to complete the design through a linear design

process. If the customer is unsatisfied with the design during the process, then the designer must redo the entire

design process.

At the same time, the cumbersome interior design workflow also suppresses creative design. On one hand,

designers will form a fixed design method in the pursuit of efficiency so that they can quickly produce creative

designs. On the other hand, even if the designer has a lot of creative inspirations, it takes a lot of labor to transform

them into renderings, and they can only draw some of these within a limited time. Helping designers quickly obtain

diversified interior design renderings is the key to solving the problems of low design efficiency and insufficient

creativity.

Existing design automation mainly focuses on a particular process in the design, but fewer studies focus on end-to-

end design . This study achieves end-to-end generation of interior design by building a text-to-image diffusion

model, thereby improving design efficiency and addressing the lack of creativity.
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3. Text-to-Image Diffusion Model

The earlier diffusion model was proposed in 2015  and has been continuously optimized and improved since then

. The improved model has become a new mainstream generative model due to its excellent productive image

effects . The diffusion model mainly includes forward and reverse processes, and the forward process

continuously adds noise to the original image. The reverse process iteratively denoises purely random noise to

restore the image. Diffusion models learn the denoising process to gain the ability to generate images .

Generating an image of a specified category or with specific features requires adding text guidance. Text-to-image-

based diffusion models enable controlled image generation using text as a guiding condition . An

advantage of the text-guided diffusion model is that it can create images that match the meanings of the prompt

words.

There are two ways to learn new knowledge in the diffusion model: to retrain the entire model and to fine-tune the

model to make the model suitable for new scenarios. Considering the high cost of retraining the whole model, fine-

tuning the model is more feasible. There are four commonly used methods for fine-tuning models. The first one is

textual inversion . The core idea of textual inversion to embed new knowledge into a model is to freeze

the text-to-image model and only give the most suitable embedding vector for new knowledge. This approach does

not require model changes and is similar to finding new representations in the model to represent new keywords.

The second is the hypernetwork . A hypernetwork is a separate small neural network. The model is inserted into

the middle layer of the original diffusion model to affect the output. The third is LoRA . LoRA adds its weight to

the attention cross layer as fine-tuning. The fourth is DreamBooth , which expands the text-image dictionary of

the target model and establishes a new type of association between text identifiers and images while using rare

words to name new knowledge and train to avoid language drift . At the same time, researchers designed a

prior preservation loss function to solve the overfitting problem. This loss function prompts the diffusion model to

produce different examples of the same category as the subject. This method only needs 3–5 images and

corresponding text descriptions to complete the fine-tuning of a specific theme and match the detailed text

descriptions with the characteristics of the input image. The fine-tuned model can generate images with the trained

topic words and descriptors. DreamBooth usually works best among these methods because it fine-tunes the entire

model.
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