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The high efficiency of obstacle detection system (ODS) is essential to obtain the high performance of autonomous

underwater vehicles (AUVs) carrying out a mission in a complex underwater environment. ODSs being improved

and provide greater detection accuracy that results in better AUV response time. Almost all analysed methods are

based on the conventional approach to obstacle detection. In the future, even better ODSs parameters could be

achieved by using artificial intelligence (AI) methods. 

obstacle detection  collision avoidance  path planning  image processing

1. Introduction

The efficiency and accuracy of the obstacle detection systems (ODSs) are strictly dependent on the parameters of

the equipment and devices used. In recent years, significant technological progress has been made in this field,

including increasing the accuracy and speed of the operational devices and perception sensors as well as

increasing the efficiency of computing systems. The air, ground, and underwater environment presents different

characteristics and parameters of signals’ attenuation, reflection, and propagation, so that the hardware setup

solution must be adjusted to the environment in which the ODS is expected to operate.

ODS is an essential element of the autonomous underwater vehicles (AUVs), allowing collision-free movement in

an unfamiliar environment in the presence of obstacles. They are also a necessary component of path planning

and collision avoidance systems or high-level controller of AUV . Efficiency of ODS has a decisive impact on the

operation speed and decision-making about the movement of the AUV in the event of an obstacle. The initial stage

includes pre-processing and environment detection. At this stage, the selection of the environmental perception

sensor (e.g., sonar, camera, echosounder, laser scanner) and the appropriate tuning of the detection parameters

have a key importance for the final parameters of the ODS. Next, image processing steps so-called image

segmentation and morphological operations are performed. Based on the collected data from the above-mentioned

procedures, the AUV path of movement is determined. Using the implemented AUV collision avoidance algorithms,

the vehicle moves in accordance with the designated path, performing collision avoidance maneuvers.

2. Image Processing in ODS

This section discusses the basic image processing operations related to the classical obstacle detection process. It

should be noted that the scheme of obstacle detection in AI methods is different. Each step in the classic sense of
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the problem corresponds to the other operation in, e.g., a convolutional neural network (CNN) based scheme. This

focuses mainly on the classical approach to image detection and processing of underwater objects.

The raw sonar data includes the echo of the reflected signal and the noise interference. Filtering out this noise is

crucial for proper obstacle detection. For this purpose, sonar data is processed using methods such as mean or

median filtering, a histogram for local image values (e.g., 5 × 5 pixels), threshold segmentation, and filtration in

removing groups of pixels smaller than a × b pixels window. The next step in sonar image processing is the image

morphology process. In this case, methods such as edge determination, template matching, dilation, erosion, and

combinations of the above techniques are used. After such processing of the sonar image, the obstacles’

characteristics can be determined in detail, and false reflections can be avoided. Processing a high-resolution

image increases the computation time needed to determine the features of the detected objects. Therefore,

selecting the correct sonar resolution and image processing methods is crucial. In the case of vision, image

processing is based mainly on visual characteristics such as color, contrast, and the intensity of individual colors.

The above features are also crucial in object detection techniques based on machine learning. The use of AI

methods in obstacle detection systems seems very promising and prospective. The development of this type of

method began about ten years ago when the authors of  presented an extensive deep convolutional neural

network called AlexNet to recognize objects in high-resolution images with outstanding results. Since then, many

modifications have been made to improve the speed and accuracy of obstacle detection and object features using

CNN. The advantage of this type of solution is the high efficiency and precision of identifying and classifying

obstacles, which is not comparable to classical methods. The condition is the appropriate adaptation of the neural

network consisting of training with images of real obstacles. Supervised learning is very time-consuming.

Additionally, it is uncertain whether, if CNN has been trained to detect, e.g., mines or submarines, it will be equally

good at dealing with other obstacles that have not been trained. Another problem is acquiring a large enough

quantity of training materials that DL methods guarantee a very high level of performance. Due to the limited

training material and the quality of available sonar images, detecting and classifying obstacles based on deep

learning algorithms are not very developed for sonar images . Choosing inappropriate training resources can

have a negative impact on training results.

2.1. Pre-Processing and Detection

At this stage, depending on the purpose of the obstacle detection method, various operations may be performed.

The main objective is to avoid disturbances at the detection stage or to reduce disturbances generated during the

detection. Pre-processing algorithms prepare the image for further image-processing steps. In the pre-processing

and detection stage, methods based on white balance, color correction, and histogram equalization are used in

camera images. For example, the study  presents an algorithm based on contrast mask and contrast-limited

adaptive histogram equalization (CLAHE), which improves the image by visualizing the details of the object and

compensates for light attenuation in captured images in an underwater environment. CLAHE was also used in 

for video image processing in the pre-processing step in the simultaneous localization and mapping (SLAM)

system. At this stage, the image can be divided into individual matrices containing grayscale with color intensity in

the RGB system . In the case of mine detection, the preparation of the image requires prior determination of
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shaded areas, areas of reflection from the bottom and water surface, and reflections from the object . The image

is pre-normalized to reduce noise and distinguish the background from the highlight and shadow of the mine by,

e.g., using the histogram equalization operation . In references , median filtering was used as part of pre-

processing for sonar data, which consists in ordering adjacent pixels and then applying the median value for a

specific filter size. The researchers of the references above chose a window size of 5 × 5 pixels. The mean filter

pre-processing method was used in the detection method presented in . The operating principle of the technique

is analogous to the median method.

Authors of  present a comparison of the effects of the median, mean, wavelet-based, and morphological

smoothing methods. The wavelet-based operation uses wavelet transformation for filtering the noise in the signal

by splitting into the different scale (e.g., frequency) components . The morphological smoothing method is based

on erosion or dilation operations, which are more often used during the morphological processing stage. It reduces

noise in the image obtained during the detection process. In a result of comparing the processing time, the

obtained effect, the peak signal to noise ratio (PSNR), and the mean square error (MSE) of the above methods, the

researchers concluded that the most optimal methods are the median and mean methods.

As part of the pre-processing step, the scanning sector or region of interest can also be specified by selecting the

distance range and the angular range of the area to be later segmented . This reduces the amount of data

processed in further image processing steps. This operation shortens the image processing time and is conducive

to achieving real-time ODS operation.

2.2. Image Segmentation

Image segmentation consists of creating classes of objects and qualifying individual pixels of the processed image.

For example, in mine detection systems, classes of objects can be a reflection from the object, shadow, and

background . The main groups of segmentation methods are threshold segmentation, clustering, and Markov

random fields method.

Threshold segmentation methods are based on comparing individual pixel values with a set threshold value. Based

on that comparison, the pixel value is set to a specific value (0 or 1). In literature, modifications and improvements

to this method can be found, such as Otsu threshold . The thresholding operation with the gradient operator was

presented in  to the vision-based image segmentation by searching the edge between areas.

Cluster analysis consists of classifying points into subgroups containing an appropriate degree of similarity. The

purpose of segmentation based on cluster analysis is to distinguish such objects as echo, shadow, reflections, etc.

Among the methods based on clustering, it can be distinguished by the K-means algorithm or region growing

method. The K-means clustering technique  is based on determining K random points in the image and then

assigning the closest points to each of them. Then the centroid of each cluster is calculated. Over time, the

algorithm has been improved and modified. For example,  introduced the K-means clustering algorithm in

conjunction with mathematical morphology. Another method is the region growing technique which is iterative
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checking of neighboring pixels and comparing their values with the averaged local value. The point is assigned to

the region when the difference does not exceed the specified value. This method was used in  in the online

processing framework for FLS images.

Markov random field is a method based on probability analysis of connections between adjacent pixels . E.g., for

an image obtained from SSS, if the pixel is close to the shadow, the probability that it belongs to it increases .

Various Markovian models for segmentation of sonar-based detection were presented in .

2.3. Image Morphological Operations

Image morphology operations aim to improve the features of detected objects resulting from segmentation

imperfections . Basic operations in this step are dilation, erosion, opening, closing, and edge detection. Dilation

operation is the expansion of an image of an object shape. It removes irregularities in the object’s shape by

extending its surface by the number of pixels depending on the structuring element (e.g., 3 × 3 or 5 × 5 pixels

window). Erosion operation reduces the area of the object in the image as a result of comparison with the

structuring element. In addition, image processing also uses other operations, which may be a combination of both

of the above (opening, closing) or differing in how the structuring element affects individual pixels (skeletonization).

After adjusting the image, it can be detected for such features as, e.g., boundary, edge, or point, depending on the

application. They usually work by looking for significant value differences between neighboring pixels and marking

them as an edge.

2.4. Summary

Traditional image processing methods ensure adequate reduction of noise and interference generated in the

sensor’s perception of the environment. The result of such processing is detailed information about

objects/obstacles near the AUV. Due to the fact that most techniques require checking the value of each pixel and

subjecting them to mathematical or statistical operations, they often require a large amount of computation: the

more complex the method, the greater the processing time. Additionally, the researchers’experience in analysing

and interpreting images is necessary for the methods to be properly tuned .

3. ODS in Practically Tested AUV Capable of Collision
Avoidance

This chapter discusses the obstacle detection approaches implemented in AUVs with obstacle avoidance and path

planning capabilities. Based on the literature review presented in , only studies demonstrating path planning and

collision avoidance algorithms tested practically in a real-world environment were selected for further analysis.

Each selected research was analysed in detail regarding the equipment used to perceive the environment and the

image processing operations. In addition, the solutions were assessed in terms of: complexity of the environment,

static and dynamic obstacles detection ability, operational speed, and path planning suitability.
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The operation of the vehicle named NPS ARIES  starts with the identification of the bottom. Then the ROI is

determined. Once obstacle detected, the information about the obstacle’s distance, height, and the centroid is sent

to the controller. In image processing, a binary image is first created using a threshold. Then, during the erosion

process, the value of each pixel in the 3 × 3 window is set to the minimum value. In the next step, the algorithm

searches for the linear features of the object. Based on that operation, the position of the bottom is determined.

The obstacle is identified using a Kalman Filter based on the vehicle pitch, pitch rate, and rotation angle. In the

process of segmentation, areas forming lines are separated. The most significant areas are treated as potential

obstacles. On this basis, the ROI is determined. Then, using the binary image, the contours of the obstacles are

detected, which are tracked using the Kalman Filter. The method is effective and, together with appropriate path-

planning algorithms, can provide optimal collision avoidance maneuvers. However, it is difficult to assess its

effectiveness in a complex environment with more obstacles because the algorithm has been tested in a low-

complication environment. In  no imaging methods were applied. The ODS works with the obstacle distance

data obtained from the echosounders. Thanks to this, it was operated effectively in missions conducted by the

researchers. However, it does not guarantee effective operation in complicated conditions. Additionally, the AUV’s

obstacle avoidance maneuvers may not be optimal.

In reference , threshold and median filtering were first applied in the image processing, and then in the

morphology step, erosion, dilation, and edge detection methods were used. In the experiment, the vehicle correctly

avoided the breakwater obstacle. It proves the correct operation of the obstacle detection method, but the

environment in which the experiment was performed was not complex. In reference , the vehicle’s operation in

the underwater environment with the presence of obstacles was tested. The obstacle detection method is based on

measuring the distance to an object using a collision sensor or proximity sensor and is effective for static obstacles.

The authors  presented a solution based on three echosounders for measuring the distance to obstacles in front

of the vehicle. In the study , five echosounders were used in the ODS for octree space representation. Obstacle

detection systems that use only echosounders to measure the distance to an obstacle are prone to interference. In

addition, it does not allow for optimal collision avoidance maneuvers. In research , sonar imaging was used in

the obstacle detection system, which is then filtered using mean and median filtering. In the segmentation step, a

fuzzy K-mean clustering algorithm is used. In morphological processing, the occupancy map is determined from

the grayscale image. The method ensures sufficient accuracy and, after applying appropriate algorithms, allows for

near-optimal path planning. In reference , the sonar image is first speckle noise suppression by a 17 × 17 filter,

then the local image histogram entropy method (9 × 9) is used. In the next step the hysteretic threshold of entropy

is applied to the image. Finally, the edge detection process is performed, and the obstacles are saved on the map.

The method allows making decisions in near real-time and planning near the optimal path. The study  presented

a vehicle capable of avoiding a collision. An experiment confirmed the correct operation in a real underwater

environment. However, the obstacles were simulated, which allowed for bypassing the detection process and the

related problems. Therefore, this will not be considered for further analysis. The authors of  presented a solution

based on two sets of line laser and camera. The image obtained from the sensors in this configuration is subjected

to top-hat transformation based on opening and subtraction operations through the 1 × 21 pixels window to remove

bright points from the background of the image (the background is not completely black). Then the image is
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binarized by the threshold value. White boxes are annotated using the fast label method, and groups of less than

80 pixels are removed as noise. An obstacle is identified if it is present in 5 or more frames. The method is

effective, but it has a small operating range, and the processing time does not allow the vehicle to be controlled in

a complex environment close to real-time. The same solution with an additional sensor in the form of FLS was

presented in . By that implementation, the researchers obtained a greater range of ODS activities. In reference

, two sonars were used to provide 210 degrees FOV. The vehicle has the ability to follow the wall parallel to the

AUV axis. The vehicle will perform avoidance maneuvers depending on the sector in which the obstacle appears.

The system detects an obstacle when it is present on five or more returns or when the tracked wall is in front of the

AUV. The method does not focus on the features of the obstacle and its size. Therefore it does not allow for the

determination of the optimal route and the effective movement of the AUV in a complex underwater environment. In

, the echo intensity matrix obtained from sonar is filtered by the specified threshold method. Then a range is

computed for points with intensity greater than the threshold, representing the distance to the obstacle. Extensive

AUV experiments were carried out in various scenarios, confirming ODS’s effectiveness. By the use of appropriate

path planning algorithms, the AUV has the ability to move near the optimal path. In reference  detection is based

on the point cloud, the parameters of which in space are estimated using scaling factors based on depth and

inertial measurement unit (IMU) measurements. In a pre-processing step, the contrast adjustment is performed

along with histogram equalization. The SVIn method  outputs a representation of the sensed environment as a

3D point cloud, which is later subjected to extracting visual objects with a high density of features. The method

uses the density-based clustering operation in the segmentation step. After clusters detection, their centroids are

determined. The method allows people to determine the near-optimal path and operate in real-time. In the study

, a threshold-based operation for segmentation was first performed in sonar image processing. Then edge

detection is applied. The method provides real-time obstacle detection and can be used to move in the underwater

environment in the presence of both static and dynamic obstacles. Reference  presents ODS based on DL

methods for fishing net detection. Pre-processing of the FLS images is conducted by gray stretching and threshold

operations. Researchers trained and tested their network to achieve ATR. Learning of MRF-Net based on the data

collected in the sea and mix-up strategy based on using randomly synthesized virtual data. As a result, the system

detects and classifies an obstacle as a fishing net with very high accuracy. The method is very effective and allows

the AUV to operate in real-time. However, applying the technique to other obstacles must be preceded by a

learning process based on images of the specific obstacle. In reference , vision images are used in ODS. First,

image features such as intensity, color, contrast, and light transmission contrast are determined. The next step is

the appropriate global contrast calculation. After that, ROI is detected, and threshold-based segmentation is

executed. AUV successfully detected and avoided obstacles in a complex environment in pool tests. The method

allows for near real-time operation. The disadvantage of this method is the range which depends on the visibility
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