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There are different opinions as to the definition of AI, but according to, it is any computerised system exhibiting

behaviour commonly regarded as requiring intelligence. Conversational AI, therefore, is any system with the ability

to mimick human–human intelligent conversations by communicating in natural language with users.

Conversational AI, sometimes called chatbots, may be designed for different purposes. Open-domain

conversational AI models are known to have several challenges, including bland, repetitive responses and

performance degradation when prompted with figurative language, among others. 

conversational systems  SoTA

1. Introduction

Conversational AI, sometimes called chatbots, may be designed for different purposes. These purposes could be

for entertainment or solving specific tasks, such as plane ticket booking (task-based). When the purpose is to have

unrestrained conversations about, possibly, many topics, then such AI is called open-domain conversational AI.

ELIZA, by , is the first acclaimed conversational AI (or system). Human interaction with the system demonstrated

how engaging its responses could be . The staff of  reportedly became engrossed with the program during

interactions and possibly had private conversations with it .

Modern SoTA open-domain conversational AI aims to achieve better performance than what was experienced with

ELIZA. There are many aspects and challenges to building such SoTA systems. Therefore, the primary objective of

this survey is to investigate some of the recent SoTA open-domain conversational systems and identify specific

challenges that still exist that should be surmounted to achieve “human” performance in the “imitation game”, as

described by . As a result of this objective, this survey will identify some of the ways of evaluating open-domain

conversational AI, including the use of automatic metrics and human evaluation.

2. Related Simple Rule-Based Template System

Open-domain conversational AI may be designed as a simple rule-based template system or may involve complex

Artificial Neural Network (ANN) architectures. Indeed, six approaches are possible: (1) rule-based method, (2)

reinforcement learning (RL) that uses rewards to train a policy, (3) adversarial networks that utilise a discriminator

and a generator, (4) retrieval-based method that searches from a candidate pool and selects a proper candidate,

(5) generation-based method that generates a response word by word based on conditioning, and a (6) hybrid

method that combines two or more of the earlier methods . Certain modern systems are still designed in the
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rule-based style that was used for ELIZA . The ANN models are usually trained on large datasets to generate

responses; hence, they are data-intensive. The data-driven approach is more suitable for open-domain

conversational AI . Such systems learn inductively from large datasets involving many turns in conversations,

such as Topical-Chat . A turn (or utterance) in a conversation is each single contribution from a speaker .

The data may be from written conversations, such as the MultiWOZ , transcripts of human–human spoken

conversations, such as the Gothenburg Dialogue Corpus (GDC) , crowdsourced conversations, such as the

EmpatheticDialogues , and social media conversations such as Familjeliv (familjeliv.se) or Reddit (reddit.com)

. As already acknowledged that the amount of data needed for training deep ML models is usually large, they

are normally first pretrained on large, unstructured text or conversations before being fine-tuned on specific

conversational data.

3. Characteristics of Human Conversations

Humans converse using speech and other gestures that may include facial expressions, usually called body

language, thereby making human conversations complex . Similar gestures may be employed when writing

conversations. Such gestures may be clarification questions or the mimicking of sound (onomatopoeia). In human

conversations, one speaker may have the conversational initiative, i.e., the speaker directs the conversation. This

is typical in an interview where the interviewer asking the questions directs the conversation. It is the style for

Question Answering (QA) conversational AI. In typical human–human conversations, the initiative shifts to and from

different speakers. This kind of mixed (or rotating) initiative is harder to achieve in conversational systems . In

addition to conversation initiative, below are additional characteristics of human conversations, according to .

Usually, one speaker talks at a time.

The turn order varies.

The turn size varies.

The length of a conversation is not known in advance.

The number of speakers/parties may vary.

Techniques for allocating turns may be used.

Content of the conversation is not known in advance.

The relative distribution of turns is unknown in advance.

Different turn-constructional unit may be used, e.g., words or sentences.

Repair mechanisms for correcting turn-taking errors exist.
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4. Ethics

Ethical issues are important in open-domain conversational AI. The perspective of deontological ethics views

objectivity as being equally important . Deontological ethics is a philosophy that emphasises duty or

responsibility over the outcome achieved in decision making . Responsible research in conversational AI

requires compliance to ethical guidelines or regulations, such as the General Data Protection Regulation (GDPR),

which is a regulation protecting persons with regard to their personal data . Some of the ethical issues that are

of concern in conversational AI are privacy, due to personally identifiable information (PII), toxic/hateful messages

as a result of the training data, and unwanted bias (racial, gender, or other forms) .

Some systems have been known to demean or abuse their users. It is also well known that machine learning

systems reflect the biases and toxic content of the data they are trained on . Privacy is another crucial ethical

issue. Data containing PII may fall into the wrong hands and cause a security threat to those concerned. It is

important to have systems designed such that they are robust to such unsafe or harmful attacks. Attempts are

being made with debiasing techniques to address some of these challenges . Privacy concerns are also being

addressed through anonymisation techniques . Balancing the features of chatbots with ethical considerations

can be delicate and challenging work. For example, there is contention in some quarters whether using female

voices in some technologies/devices is appropriate. Then again, one may wonder if there is anything harmful about

that. This is because it seems to be widely accepted that the proportion of chatbots designed as “female” is larger

than those designed as “male”. In a survey of 1375 chatbots, from automatically crawling chatbots.org, ref. 

found that most were female.

5. Benefits of Conversational AI

The apparent benefits inherent in open-domain conversational AI has spurred research in the field. These benefits

have led to multi-million-dollar investments in conversational AI by many organisations, including Apple  and

Amazon . Some of the benefits include:

Provision of ’friendly’ company, as was probably experienced with Kuki (formerly Mitsuku)  and ELIZA

(though it was not intended to provide such company). Some of the staff of  reportedly found comfort in

holding private conversations with the conversational agent .

Provide support for users with disabilities, such as blindness . Speech-to-text (STT) and text-to-speech (TTS)

technologies combined with conversational AI can make life easier for people with disabilities.

A channel for providing domain/world knowledge . The IR approach discussed earlier can make it possible to

have up-to-date information on specific domains or topics through conversational AI.

The provision of educational content or information in a concise fashion . As mentioned earlier, the content

and length of a conversation are not known in advance, so it is possible to construct utterances that are
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relatively concise and to the point.

Automated machine–machine generation of quality data for low-resource languages . The challenge of data

scarcity for low-resource languages may be mitigated through quality data generated from autonomous

machine–machine conversations on various topics and about different entities.

The possibility of modelling human psychiatric/psychological treatment  on the basis of favorable behavior

determined from experiments which are designed to modify input–output behaviour.
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