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Machine learning (ML) is a branch of artificial intelligence that has been developing at a dynamic pace in recent years. ML

is also linked with Big Data, which are huge datasets that need special tools and approaches to process them. ML

algorithms make use of data to learn how to perform specific tasks or make appropriate decisions. ML approaches that

have been applied to the task of mobile robot control are divided into the following: supervised learning, unsupervised

learning, and reinforcement learning. The supervised learning methods are grouped into two main categories of

regression and classification.
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1. Introduction

Machine learning (ML) is a rapidly growing part of the science in artificial intelligence. ML algorithms are mainly based on

huge databases, which are categorized and processed accordingly. For example, the authors in  discussed the

classification of machine learning-based schemes in healthcare, categorizing them based on data preprocessing and

learning methods. They emphasized that ML has potential; however, there is still an issue in the appropriate selection of

data on which the algorithms are to learn from. For example, the paper of  presented the idea that building databases

for medicine is based on the many hundreds of (for example) images of a single case; furthermore, the paper noted that

this will stimulate collaboration between scientists even more than it does today. The authors mentioned that “Machine

learning fuelled by the right data has the power to transform the development of breakthrough, new medicines and

optimise their use in patient care”. Another example  is a review of articles related to the use of artificial intelligence as a

tool in higher education. Machine learning in automation is used especially in robots. An interesting example of the use of

machine learning and inverse kinematics is the work on the motion simulation of an industrial robot, the results of which

clearly presented a reduction in development time and investment .

The applications of machine learning methods for mobile robots is focused on. A very interesting overview of the

techniques was presented in , where ML was applied for the classification of defects in wheeled mobile robots. Several

techniques, i.e., random forest, support vector machine, artificial neural network, and recurrent neural network, were

investigated in this research. The authors stated that machine learning can be applied to improve the performance of

mobile robots, thus allowing them to save energy by waiting close to the point where work orders come in most often. An

algorithm based on reinforcement learning was proposed for mobile robots in . This algorithm discretizes obstacle

information and target direction information into finite states, designs a continuous reward function, and improves training

performance. The algorithm was tested in a simulation environment and on a real robot . Another study focused on

using deep reinforcement learning to train real robot primitive skills such as go-to-ball and shoot the goalie . The study

presented state and action representation, reward and network architecture, as well as showed good performance on real

robots. An improved genetic algorithm was used for path planning in mobile robots, thereby solving problems such as path

smoothness and large control angles . Finally, a binary classifier and positioning error compensation model that

combined the genetic algorithm and extreme learning machine was proposed for the indoor positioning of mobile robots.

Many authors claim that they achieve very satisfactory results applying ML methods in mobile robot problems. For

example, in the work of , the best results for mobile robots in machine learning were obtained using Central Moments

as a feature extractor and Optimum Path Forest as a classifier with an accuracy of 96.61%. The authors of  stated that

the developed algorithm for autonomous mobile robots in industrial areas enabled the execution of work orders with a

100% accuracy. In , the proposed model was based on the Extreme Learning Machine-based Genetic Algorithm (GA-

ELM), which achieved a 71.32% reduction in positioning error for mobile robots without signal interference. These are just

a few examples of the recent research applying different ML approaches in robotics.
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The machine learning methods, as shown in Figure 1, are divided into the following: supervised learning, unsupervised

learning, reinforcement learning, and semi-supervised learning.

Figure 1. The classification of machine learning methods.

Robotics is one of the vital branches of science and technology nowadays, experiencing dynamic growth. Therefore, it is

very difficult to track the development of all topics belonging to this area of knowledge. The surveys of the works

associated with the specific aspects of this field of research can be found in the recent literature. In , the authors

concentrated on the heuristic methods applied for the robot path planning in the years 1965–2012. Their study included

the application of neural networks (NN), fuzzy logic (FL), and nature-inspired algorithms such as the following: genetic

algorithms (GA), particle swarm optimization (PSO), and ant colony optimization (ACO). In , the authors presented the

approaches utilizing artificial intelligence (AI), machine learning (ML), and deep learning (DL) in different tasks of

advanced robotics, such as the following: autonomous navigation, object recognition and manipulation, natural language

processing, and predictive maintenance. They presented different applications of AI, ML and DL in industrial robots,

advanced transportation systems, drones, ship navigation, aeronautical industry, aviation managements, and taxi

services. An overview of ML algorithms applied for the control of bipedal robots was presented in . In the work of ,

the authors introduced a review of Visual SLAM methods based on DL.

The classification of mobile robots can be based on the type of the motion system, as shown in , where the wheeled

mobile robots and the walking robots can be distinguished. The examples of mobile robots classified to both types of

motion systems are shown in Figure 2 and Figure 3.

Figure 2. The examples of the wheeled robots.
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Figure 3. The examples of the walking robots.

The main issues concerning mobile robots can be classified into navigation, control, and remote sensing, as stated in .

One of the specific tasks that is associated with the navigation of the mobile robots is the localization and environment

mapping, which is also known as Simultaneous Localization and Mapping (SLAM). The SLAM algorithms allow for the

environment mapping with the simultaneous tracking of the current robot’s position. The SLAM algorithms perceive the

environment using sensors such as the following: cameras, lidars, and radars. The different subtasks of SLAM are the

environment perception, the robot localization/position estimation, and the environment mapping.

The remote sensing in mobile robots deals with the usage of different sensors in order to perceive the robot’s

surroundings. The commonly used sensors are cameras, lidars (Light Detection and Ranging), radars (Radio Detection

and Ranging), ultrasonic sensors, infrared sensors and the GPS (Global Positioning System). The specific tasks being

developed in the mobile robotics research, which are associated with the remote sensing and the sensor data collecting,

include the data dimensionality reduction, the feature selection, the terrain classification and the machine vision solutions.

The path planning and obstacle avoidance tasks are inherent in the navigation of mobile robots. The path planning

algorithms calculate a feasible, optimal or near-optimal path from the current position of a robot to the defined goal

position. The most commonly applied optimization criteria are the shortest distance and the minimal energy consumption.

The path planning process has to consider the avoidance of static and dynamic obstacles. The obstacle avoidance

problem is also related to the obstacle detection and clustering. Another issue also connected with this topic is the target

attraction task, which is aimed at leading the mobile robot toward a specific target or a goal position.

The mobile robotics research is also concentrated on the motion control that includes the attitude control, the heading

control, the speed control, and the steering along a path. In this last task, a trajectory controller has to be developed.

Other topics that are related to the mobile robot motion control include learning to walk, which is associated with the

walking robots, the multirobot coordination and the autonomous navigation.

The classification of the mobile robotics tasks is divided into four main categories: SLAM, sensor data, path planning, and

motion control, which are presented in Figure 4.
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Figure 4. The classification of the mobile robotics tasks.

2. Supervised Learning Approaches

The main application areas of the supervised learning methods are the regression and the classification problems, as

shown in Figure 1.

The aim of the regression algorithm is to predict a value of an output variable. An example of a regression problem is the

forecasting of the value of a car based on its features such as the following: the model, the brand, the year of production,

and the engine capacity. Another similar case is the prediction of the house prices based on their various features, such

as the following: the number of bedrooms, the neighborhood’s crime rate, and the proximity to schools. An example of the

SL application in a different domain is the estimation of a person’s age based on the facial features. The common

regression algorithms include linear regression, polynomial regression, regression tree, and neural networks.

The goal of the classification algorithm is the categorization of the input data into the predefined classes or categories. An

example of a classification problem is the task of classifying a message as “spam” or “non-spam”. Other classification

tasks include the image classification, the sentiment analysis, and the disease diagnosis. The common classification

algorithms include decision trees, the k-nearest neighbors method, support vector machines (SVM), the Naive Bayes

classifier, the random forest, logistic regression, and neural networks.

2.1. Regression Methods

As mentioned above, the supervised learning methods are grouped into two main categories of regression and

classification. A literature review of the regression approaches that were applied in mobile robotics is presented. Table 1
shows a comparative analysis of the recent SL algorithms that were proposed for solving of the regression problems in

mobile robots.

Table 1. A comparison of the SL regression algorithms used in mobile robots.



Method Authors Year Object Task Simulations/Real Exp.

Linear regression Sharma et al. 2016 Mobile robot Localization Simulations

Linear regression Das et al. 2022 Mobile robot Collision avoidance, path planning Sim. and real exp.

Linear regression Naveen et al. 2020 Mobile robot Obstacle avoidance Real exp.

GPR Gonzalez et al. 2018 Single wheel Slippage prediction Real exp.

ANN Crnokić et al. 2023 Mobile robot Sensor data Simulations

CNN Ballesta et al. 2021 Mobile robot Localization Real exp.

The SL regression methods are applied in mobile robots for tasks such as the following: localization, obstacle detection

and avoidance, path planning, and slippage prediction.

The charts presenting the statistics of the SL regression algorithms applied in mobile robotics are shown in Figure 5.

Figure 5. The types of the SL regression algorithms applied for solving the problems of mobile robots in the works

considered in this survey (left chart); the types of the evaluation methods used in the works regarding the SL regression

algorithms for solving the problems of mobile robots in the works considered in this survey (right chart).

2.1.1. Regression Methods for Robot Localization

One of the tasks of mobile robots, according to Figure 4, is the robot localization. In , the authors proposed a method

for the identification of the optimal value of the wheel speed. The approach was used for the relative localization of a

differentially driven robot, moving on the circular and straight paths. The linear regression analysis was performed in order

to find the relationship between the wheel speed and the odometry of the two-wheeled differential drive mobile robot. The

test that used the Analysis of Variance (ANOVA) technique was carried out based on the statistical tools available in the

MINITAB scientific analysis software. The V-Rep 3.2.1 simulation software was used for the validation of the proposed

method.

In , the authors described the application of the convolutional neural network (CNN) for the robot localization problem.

The issue was solved using a hierarchical approach. In the first stage, the CNN solved a classification problem and found

the room where the robot was located. In the second stage, the regression CNN was applied in order to estimate the

exact position of the robot (the X and Y coordinates). The approach was tested with the use of the dataset containing the

sensor data that were registered by a mobile robot under real operating conditions.

2.1.2. Regression Methods for Obstacle Detection

In , the authors proposed the application of the artificial neural networks (ANNs) for the obstacle detection with the use

of data from infrared (IR) sensors and a camera. The ANN was developed and trained using the Matlab/Simulink software,

and the simulation tests were carried out in the RobotinoSIM virtual environment. An obstacle detection accuracy of

85.56% was achieved. The authors stated that in order to accomplish greater accuracy, a larger dataset should be used,

but it would cause longer learning and data processing times. The usage of hardware with higher computational

capabilities would also be needed.
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2.1.3. Regression Methods for Obstacle Avoidance and Other Tasks

A linear regression approach for the collision avoidance and path planning of an autonomous mobile robot (AMR) was

proposed in . The authors developed the adaptive stochastic gradient descent linear regression (ASGDLR) algorithm

for solving this task. The velocities of the right and left wheels, and the distance from an obstacle, were measured by two

infrared sensors and one ultrasonic sensor. The stochastic gradient descent (SGD) optimization technique was applied for

the iterative updating of the ASGDLR model weights. The difference between the actual velocity and the model output

velocity was used as an error signal. The ASGDLR algorithm was implemented on the NodeMCU ESP 8266 controller.

The method was verified in the simulations test with the use of the Python IDLE platform and the Matlab software as well

as in real experiments using an AMR. The approach was also compared with four other algorithms: VFH, VFH*, FLC, and

A*. The authors stated that the advantages of the algorithm are “the effectiveness of memory utilization and less time

requirement for each command obtained as a command signal from the NodeMCU to the DC motor module compared to

other Linear Regression algorithms”.

In , the authors proposed a linear regression approach for the mobile robot obstacle avoidance. The task was carried

out by predicting the wheel velocities of the differential drive robot. Input data were obtained with the use of the ultrasonic

sensors for the distance and the IR sensors for the wheel velocities measurements. The robot control platform used in this

research was the Atmega328 microcontroller.

In , a slippage prediction method was introduced using Gaussian process regression (GPR). The approach was

validated with the use of the MIT single-wheel testbed equipped with an MSL spare wheel. This solution can be useful for

the off-road mobile robots. According to the authors, the results proved an appropriate trade-off between the accuracy and

the computation time. The algorithm returned the variance associated with every prediction, which might be useful for the

route planning and the control tasks.

2.2. Classification Methods

The second category in the supervised learning is the classification. The recent approaches for the classification problems

applied in mobile robotics are presented. Table 2 presents a comparative analysis of the recent SL classification

algorithms applied in mobile robotics.

Table 2. A comparison of the SL classification algorithms used in mobile robots.

Method Authors Year Object Task Simulations/Real Exp.

Decision trees Swere and Mulvaney 2003 Mobile robots Navigation Sim. and real exp.

Decision trees Swere et al. 2006 Mobile robots Navigation Sim. and real exp.

Decision trees Roth et al. 2021 Mobile robot Navigation Real exp.

K-nearest neighbors Sarah and Riadh 2019 Mobile robot Navigation Real exp.

K-nearest neighbors Elias et al. 2021 Mobile robot Object detection Real exp.

SVM Zheng et al. 2021 Mobile robot Motion control Real exp.

SVM Liu et al. 2016 Biped robot Gait control Real exp.

Random Forest Liao et al. 2023 Mobile robot Terrain classification Real exp.

Random Forest Zhang et al. 2016 Mobile robot Terrain classification Real exp.

Logistic regression Becker and Ebner 2019 Mobile robot Collision detection Real exp.

ANN Sanusi et al. 2023 Mobile robot Terrain classification Real exp.

CNN with LSTM Hoshino and Yoshida 2022 Mobile robot Navigation Real exp.

DNN Kozlowski & Walas 2018 Mobile robot Terrain classification Real exp.

The charts presenting the statistics of the SL classification algorithms applied in mobile robotics are shown in Figure 6
and Figure 7.
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Figure 6. The distribution over the years 2007–2023 of the SL classification methods for mobile robots considered in this

survey (left chart); the types of the evaluation methods used in the works regarding the SL classification algorithms for

solving the problems of mobile robots in the works considered in this survey (right chart).

Figure 7. The types of the solved tasks in the works regarding SL classification methods considered in this survey (left
chart); the types of the SL regression algorithms applied for solving the problems of mobile robots in the works

considered in this survey (right chart).

2.2.1. Classification Methods for Terrain Type Recognition

An important issue in mobile robotics for the use in the rescue operations or the inspection tasks is the terrain

classification. The appropriate recognition of the type of a terrain will enable for the mobile robot’s behavior adaptation to

the environment. It will also allow the robot to reach the defined target faster and in a more effective way. The different

supervised learning classification algorithms proved to be suitable for this task. The random forest classifier was proposed

in the work of  for the evaluation of the traversability of the terrain.

In , the authors introduced the random forest classifier optimized by a genetic algorithm for the classification of ground

types. This approach allowed overcoming the limitation of the traditional random forest algorithm, which is the lack of a

formula for the determination of the optimal combination of many initial parameters. The method allowed the authors to

achieve the recognition accuracy of 93%. This was a significantly higher value then the results obtained with the use of

the traditional random forest algorithm.

An artificial neural network (ANN) was applied for the terrain classification in the research presented in . The ANN was

implemented on the Raspberry Pi 4B in order to process the vibration data in real time. The 9-DOF inertial measurement

unit (IMU), including an accelerometer, a gyroscope, and a magnetometer, was used for the data reception. The Arduino

Mega Board was used as a control unit. The carried out experiments allowed for the achievement of online terrain

classification prediction results above 93%.

In the work of , a deep neural network (DNN) was applied for the terrain recognition task. The input data to the model

were the vision data from an RGB-D sensor, which contained a depth map and an infrared image, in addition to the

standard RGB data.

2.2.2. Classification Methods for Mobile Robot Navigation

[35]

[34]

[37]

[39]



In , the authors proposed the application of a decision tree algorithm for the mobile robot navigation. The developed

learning system was aimed at performing the incremental learning in real time. It was using the limited memory in order to

be applicable in an embedded system. The algorithm was developed using the Matlab environment and was tested with

the use of the Talrik II mobile robot, equipped with 12 infrared sensors and sonar transmitters, and receivers. The

controller was implemented on the ARM evaluator 7T development board, running the eCos real-time operating system.

The continuation of this research was presented in . The method proposed was based on the incremental decision tree.

In this approach, the feature vectors were kept in the tree. The experiments with the use of a mobile robot, performing the

real-time navigation task, showed that “the calculation time is typically an order of magnitude less than that of an

incremental generation of an ITI decision tree”.

In the work of , the expert policy based on the deep reinforcement learning was applied for the calculation of a collision-

free trajectory for a mobile robot in a dense, dynamic environment. In order to enhance the system’s reliability, an expert

policy was combined with the policy extraction technique. The resulting policy was converted into a decision tree. The

application of the decision trees was aimed at improving of the solutions obtained by the algorithm. The improvements

included the smoothness of the trajectory, the frequency of oscillations, the frequency of immobilization, and the obstacle

avoidance. The method was tested in simulations and with the use of the Clearpath Jackal robot, which was navigating in

the environment with moving pedestrians.

In the work of , the authors introduced a motion planner based on the convolutional neural network (CNN) with the long

short-term memory (LSTM). The imitation learning was applied for training the policy of the motion planner. In the

experiments carried out, the robot was moving autonomously toward the destination and was also avoiding standing and

walking persons.

In the work of , a method based on support vector machine (SVM) was proposed for the application to the mobile

robot’s precise motion control. The control algorithm was implemented on the ARM9 control board. The results of the

experiments proved the feasibility of the approach for the precise position control of a mobile robot. The achieved

maximum error was less than 32 cm in the linear movement on the distance of 10 m.

In , the authors considered the application of the different classification algorithms for the wall following the navigation

task of a mobile robot. They introduced the k-nearest neighbors approach and compared it with the other methods, such

as the following: decision trees, neural networks, Naïve Bayes, JRipper and support vector machines.

2.2.3. Classification Methods for Other Tasks

In , the authors proposed the application of the k-nearest neighbors method for the image classification task. The

approach was used for object detection and recognition in the machine vision-based mobile robotic system.

In , the authors applied logistic regression for the collision detection task. The training data were obtained from the

acceleration sensor. The data were registered during the movement of a small mobile robot. The accelerometer data and

the motor commands were afterwards combined in the logistic regression model. The Dagu T’Rex Tank chassis was used

in the experiments. The robot was driven by two motors via the Sabertooth motor controller. The Arduino Mega 256

microcontroller was used as the robot’s control unit. The trained model detected 13 out of 14 collisions with no false

positive results.

An essential task for the walking robots is learning to walk. In , the authors presented a method for the gait control. It

was based on support vector machine (SVM) with the mixed kernel function (MKF). The ankle and the hip trajectories

were applied as the inputs. The corresponding trunk trajectories were used as the outputs. The results of the SVM training

were the dynamic kinematics relationships between the legs and the trunk of the biped robot. The authors stated that their

method achieved better performance than the SVM with the radial basis function (RBF) kernels and the polynomial

kernels.

The analysis of the recent approaches for the mobile robots based on the supervised learning techniques enabled stating

that these methods were applied for the following:

The path control;

The robot navigation;

The environment mapping;
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The robot’s position and orientation estimations;

The collision detection;

The clustering of the data registered with the use of the different robot’s sensors;

The recognition of the different terrain types;

The classification of the robot’s images;

The exploration and the path planning in unknown or partially known environments.
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