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Data sharing and analyzing among different devices in mobile edge computing is valuable for social innovation and

development. The limitation to the achievement of this goal is the data privacy risk. Therefore, existing studies

mainly focus on enhancing the data privacy-protection capability. On the one hand, direct data leakage is avoided

through federated learning by converting raw data into model parameters for transmission. On the other hand, the

security of federated learning is further strengthened by privacy-protection techniques to defend against inference

attack. However, privacy-protection techniques may reduce the training accuracy of the data while improving the

security. Particularly, trading off data security and accuracy is a major challenge in dynamic mobile edge computing

scenarios. 

mobile edge computing  privacy protection  differential privacy

1. Introduction

With the rise of mobile edge computing (MEC), massive amounts of data are being generated by a wide variety of

sensors, controllers and smart devices . In the era of the Internet of Everything, data utilization is key to enabling

innovation, driving growth and solving our major challenges . By data mining, researchers can reveal the hidden

patterns, trends and correlations. This information helps us make optimal decisions, for instance, the precise

diagnosis and treatment of diseases in the medical field, or the optimization of traffic flow and resource allocation in

urban planning. Evidently, the integrated utilization of data can bring great value and benefits .

However, it is often difficult to derive value from the data of a single user. More user data needs to be involved in

the analysis and refinement to get comprehensive information . In traditional centralized machine learning, data is

often stored centrally in a centralized server. This leads to the isolated data island effect, i.e., data cannot be fully

utilized and shared. Meanwhile, data privacy protection has become a key issue because of the centralization of

users’ sensitive personal data . Data from mobile devices generally should not be shared with others in mobile

edge computing scenarios. Therefore, breaking the isolated data island and ensuring data privacy is a current

issue .

Federated learning (FL) , as a new technology paradigm based on cryptography and machine learning, can

achieve information mining without local data. It can unite data distributed in different mobile devices and train

them into a unified global model with more comprehensive information. Thus, it solves the problem of isolated data

islands. The clients and server interact with data information through the model parameters without sharing the

original data, improving their data privacy .
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However, federated learning also leads to several security and privacy risks . One of the main threats is model

inference attack. Although communication is channeled through the model parameters, Zhu et al.  revealed that

exchanged model parameters may also leak private information about the training data. They demonstrated that

the original training data, including image and text data, can be inferred from the gradients. This poses a new

challenge for data privacy-preserving techniques based on federated learning.

To address this issue, researchers propose a federated-learning-based privacy-protection scheme, FLPP. Then,

researchers build a layered adaptive differential privacy model to dynamically adjust the privacy-protection level in

different situations. Finally, researchers design a differential evolutionary algorithm to derive the most suitable

privacy-protection policy for achieving the optimal overall performance. The simulation results show that FLPP has

an advantage of 8%-34% in overall performance. This demonstrates that the scheme can enable data to be shared

securely and accurately.

2. Privacy Protection in Mobile Edge Computing

Existing studies enhance the security of federated learning by combining with a variety of privacy-protection

techniques, mainly including homomorphic encryption (HE), secure multi-party computation (SMPC) and

differential privacy (DP) . Extensive research demonstrates that the combination of federated learning with these

privacy-protection techniques can provide sufficiently strong security.

Fang et al.  proposed a multi-party privacy-preserving machine learning framework, named PFMLP, based

partially on HE and federated learning. Training accuracy is achieved while also improving the training efficiency.

Xu et al.  proposed a privacy-protection scheme to apply HE in IoT-FL scenarios, which is highly adaptable with

current IoT architectures. Zhang et al.  propose a privacy-enhanced federated-learning (PEFL) scheme to

protect the gradients over an untrusted server. This is mainly enabled by encrypting participants’ local gradients

with a Paillier homomorphic cryptosystem. The HE approach can improve the security of federated learning,

although it causes a large computation load. This poses a challenge to the limited computability of devices in

mobile edge computing scenarios.

Kalapaaking et al.  proposed a federated-learning framework that combines SMPC-based aggregation and

Encrypted Inference methods. This framework maintains data and model privacy. Houda et al.  presented a

novel framework, called MiTFed, that allows multiple software defined network (SDN) domains to collaboratively

build a global intrusion detection model without sharing their sensitive datasets. The scheme incorporates SMPC

techniques to securely aggregate local model updates. Sotthiwat et al.  propose to encrypt a critical part of

model parameters (gradients) to prevent deep leakage from gradient attacks. Fereidooni et al.  present

SAFELearn, a generic design for efficient private FL systems that protects against inference attacks. In addition,

recent studies  on secret sharing techniques as a kind of SMPC also hopefully enable federated learning

and data sharing security. The above studies implement the secure construction of models but cannot afford the

communication overhead of a large number of participants.
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The differential privacy technique is a good way to avoid the computation load and communication overhead. Wang

et al.  proposed a collaborative filtering algorithm recommendation system based on federated learning and

end–edge–cloud computing. The exposure of private data was further prevented by adding Laplace noise to the

training model through DP technology. Wei et al.  proposed a novel DP-based framework, NbAFL, in which

artificial noise is added to parameters at the clients’ side before aggregating. The strategy for achieving the optimal

performance and privacy level is performed by selecting the number of clients participating in FL. Zhao et al. 

propose an anonymous and privacy-preserving federated-learning scheme for the mining of industrial big data,

which leverages differential privacy on shared parameters. They also test the effect of different privacy levels on

accuracy. Adnan et al.  conduct a case study of applying a differentially private federated-learning framework for

analysis of histopathology images, the largest and perhaps most complex medical images. Their work indicates

that differentially private federated learning is a viable and reliable framework for the collaborative development of

machine learning models in medical image analysis. However, the DP privacy level of these works is fixed so it

cannot adapt to the dynamically changing sets of participating aggregation clients. In particular, non-IID data

distribution with fixed privacy level may slow down the speed of FL model training to reach the anticipated

accuracy.

In summary, the DP technique with adjustable privacy levels is clearly more suitable for privacy protection for

federated learning in mobile edge computing. To this end, researchers propose FLPP, a privacy-protection scheme

based on federated learning to adaptively determine a privacy level strategy, aiming to jointly optimize the accuracy

and security of the training model.
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