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A vessel automatic identification system (AIS) provides a large amount of dynamic vessel information over a large

coverage area and data volume. The AIS data are a typical type of big geo-data with high dimensionality, large noise,

heterogeneous densities, and complex distributions. This poses a challenge for the clustering and analysis of vessel

sailing routes.

Keywords: automatic identification system (AIS) ; vessel sailing routes clustering and analyzing ; ocean engineering ;

clustering

1. Introduction

With the continuous development of marine information technology, automatic identification system (AIS) equipment has

been applied to ship navigation and has become one of the main navigational aids of ships. AIS is a system that can track

and report the sailing status of ships, which is applied to maritime safety and communication between ships and shore

and between ships and plays a significant role in maritime traffic management and ship navigation safety . The AIS data

contain the objective law of maritime traffic flow and have high application value. However, unlike vehicle trajectories on

land, ships have high degrees of freedom when sailing, and AIS data are characterized by a large amount of data, large

noise, heterogeneous densities, and complex distributions. This increases the difficulty of AIS data mining technology .

Vessel sailing route clustering was performed by analyzing the AIS records of the regions of interest. By clustering sailing

routes, traffic flow information and traffic management references can be provided to the marine traffic supervision

department. In addition, vessel sailing route clustering and analysis technologies are the foundation of sailing path

planning , vessel trajectory prediction , and detection of abnormal trajectories .

The practical situation mainly lies in the following aspects: First, the sea routes and the traffic flow characteristics of ships

can be revealed, which have attracted wide attention in the shipping industry. Second, the clustered sea routes and their

densities that can guide the ships’ navigation safety, which has always been the focus of continuous research in marine

engineering. Furthermore, ship traffic monitoring can be performed, since main sea routes and sailing patterns are

identified, and this is one of the biggest challenges in maritime law enforcement and emergency management. Hence,

acquiring a ship’s route can help understand ship behaviors and reveal ship regular movement patterns, and it is of great

significance for ship anomaly detection, route planning, navigation safety, and maritime situation awareness.

Currently, there are two main problems in vessel sailing route clustering. The first problem is the low computational

efficiency and the inability to effectively conduct clustering with a large amount of uniform density data. The other problem

is the similarity measurement of the trajectories; most measurement methods consider the global features of trajectories

and ignore the overall motion trend or local features of ship trajectories.

The main difference between the local and global features of the trajectories is whether the entire trajectory or trajectory

segments were used to calculate the similarity measurement. The global features of the trajectories mainly include the

overall direction and motion trend, and the similarity measurement is calculated using the entire trajectory.

Correspondingly, the local features of trajectories primarily consist of the characteristics (such as density and trend) of

local trajectory segments, and the similarity measurement uses similar local features between trajectory segments.

2. Clustering and Analyzing Vessel Sailing Routes

Related work on vessel trajectory clustering mainly uses similarity measurements of the trajectories or trajectory

segments to perform clustering and analysis. Related methods are introduced as follows:
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Currently, research on AIS trajectory clustering methods can be divided into two main categories: point-based clustering

and trajectory-based clustering. The difference between the categories lies primarily in the different measurement

methods for trajectory similarity or trajectory distance . The point-based clustering method calculates the similarity of

each trajectory point, which is easy to conduct but usually ignores the spatiotemporal correlation of vessel track points

and is not conducive to the characterization of the overall motion characteristics of vessels . The trajectory-based

clustering method chooses the entire trajectory, or a trajectory segment composed of continuous trajectory points as the

clustering object, and the similarity measure of the overall trajectory or the similarity measure of sub-trajectory segments

is calculated . The dynamic time warping (DTW) method, Hausdorff distance, and Frechet distance are commonly

used to measure the similarities between trajectories. However, the DTW algorithm does not consider the characteristics

of local trajectory segments, which may lead to over-stretching and over-compression . The Hausdorff distance can

identify the trajectory shape but ignores the timing features and direction of the trajectory, which is affected by trajectories

near the transportation hub . The Frechet distance can reflect the temporal characteristics of the trajectory and

obtain better clustering results; however, it is not suitable for cluster analysis of long trajectory segments because of its

high computational complexity .

After calculating the similarity measurement, clustering algorithms are used to determine the vessel sailing routes.

Common clustering algorithms can be divided into the following categories: spatial clustering, hierarchical clustering,

clustering based on density clustering, grid clustering, and model-based independent clustering algorithms . The k-

means method has the advantages of a simple process and fast calculation speed and is suitable for largescale datasets.

However, it has poor processing ability for non-spherical clusters and is easily affected by the selection of initial cluster

centers and the need to specify the number of clusters in advance . Some widely used methods, such as the

spectral clustering method, have disadvantages similar to those of the k-means method .

The density-based spatial clustering of applications with noise (DBSCAN) is one of the most widely used density-based

clustering algorithms for analyzing AIS data . The core idea of the DBSCAN algorithm is that a given data point belongs

to a cluster if its density reaches a certain threshold; otherwise, it is considered a noise point. The DBSCAN method

efficiently discovers clusters of arbitrary shapes and processes noisy data. In addition, it can automatically identify the

number of clusters without specifying it in advance. However, DBSCAN faces challenges in terms of parameter sensitivity

and time complexity. It has the problems of long clustering convergence time and low accuracy in the case of a large

amount of data. Additionally, the clustering effect may be poor for datasets with large density differences. In addition, the

hyperparameters of DBSCAN must be adjusted and optimized. To improve clustering performance, several studies have

adopted many methods to determine the best parameters. Mohammad et al. proposed an adaptive DBSCAN method to

identify clusters with varying densities; however, the number of data clusters must be predetermined, and the algorithm is

less generalized . Yang et al. proposed an adaptive semi-supervised method that uses both labeled and unlabeled data

. Liu et al. proposed a novel adaptive density trajectory cluster algorithm that computes the cluster radius using the

density of the data distribution; however, the problem of time complexity remains . Yaohui et al. introduced the concept

of k-nearest neighbors and proposed an adaptive clustering algorithm to overcome the shortcomings of density peak-

based clustering algorithms . C Marques et al. proposed a clustered method to automatically perform a robust

determination of cluster numbers and distributions; however, noisy data can be recognized . Yang et al. proposed a

density-based trajectory clustering of applications with noise (DBTCAN) algorithm to consider the spatiotemporal

correlation between neighboring points on the same ship trajectory, which can be applied to pattern recognition of ship

behavior in different ranges of waters . Because the Hausdorff distance between every two trajectories is needed, the

efficiency of DBTCAN is greatly reduced in large numbers of AIS data. Tang et al. proposed a FOLFST method to solve

the problem of ignoring the overall motion trend or local features of ship trajectories , which also solved the problems of

difficulty in parameter setting and sensitivity to a dataset with uneven density. However, the FOLFST still needs to

simultaneously measure the similarity between the overall trajectories and calculate the single sub-trajectory distance,

which requires more time. Yan et al. proposed a semantic extraction method for a large-area maritime route based on

graph theory  that can be effectively used to analyze network characteristics, such as key nodes, edges, and network

evolution. Waypoint analysis is important for this method.
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