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As the technology for social robots is maturing at a rapid rate, one expects that scenarios for human-robot teams,
which so far have remained in the realm of fiction (for example, The Murderbot Diaries by Martha Wells), will
become a reality soon. Philosophers are discussing ways to redefine the concept of friendship to include robots as
well. To prepare for this inevitable future, it is necessary that we study cognitive and affective aspects of how

humans respond to robot team members.
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| 1. Introduction

The presence of robots in everyday activities is becoming a reality to which we humans need to adapt. Nowadays,
robots are not just present in factories but are playing an increasingly important role in social contexts. A major
design issue for these social robots is how to design and program them so that they are trustworthy, safe, and
useful for humans. Though humans vary widely in terms of their gender, age, culture, personality, and so on, we
can still try to find some general design principles that would lead to a trustworthy and smooth human-robot

interaction.

One issue that needs to be investigated thoroughly is how a robot’s presence in a team with humans, who are
engaged in a cooperative task, affects the feelings and behavior of the human team members. This is important
because robots are increasingly being used in environments where they must interact with more than just a single
person. We can think of such examples as hospitals, care homes, offices, or even households, where robots are

supposed to interact with groups of different people [LIEEI4IEIE],

Previous research has shown that people’'s preconceptions and previous experiences with robots affect their
attitudes towards robots and artificial agents. For example, it has been shown that people who do not have
extensive experience with social robots generally have positive feelings towards them [, In another recent study,
Esterwood and Robert [ have shown that an individual’s attitude towards working with robots (AWOR) significantly
affects their trust repair strategy in human-robot interaction, and this effect can change over the course of repeated

trust violations. (See also RI19)) |n this context, it is important to study team cooperation in human—robot teams.

One such study 21 examined how the social structure between humans and machines is affected when the group

size is increased from two (human and the machine) to three (two humans and a machine). It was found that the
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addition of one more human to a social situation resulted in higher doubt about the machine’s non-subjectivity,

while simultaneously consolidating its position in a secondary relationship.

In another study, Rosenthal-von der Piitten and Abrams 12 pointed out that, besides the social dynamics in
human-robot groups, the social consequence of their cooperation is also important. As robots adapt their behavior
based on data gathered through interactions with people, it is very likely that we will have to deal with the unequal
adaptation of robots to different members of the human group. The underlying reason is that a robot’s actions and
behaviors are based on machine learning algorithms. So, a robot will better adapt and more accurately predict and
match the preferences of the group members with a larger data set. This might be perceived as unfairness or even
discrimination by other group members 131, One possible way to avoid such a situation is to first investigate more
carefully how humans behave when a robot is seen as a group member and how they might react when it shows
biased behavior and seems to favor a certain group member. Only after better understanding the effects of unequal

treatment of group members, can strategies aimed at reducing such problems be developed.

| 2. Social Exclusion

The term social exclusion was first coined in France in 1974 by René Lenoir, so it is quite a recent notion. There
are many different definitions in the literature that describe this phenomenon (14151 hut for this research, we
characterize it as a multidimensional process of depriving and preventing an individual from engaging in fair, equal,
and unbiased interaction within a social group, as well as not perceiving such a person as a full-fledged member of
the group. The result is that the rejected person has no opportunity to participate under the same conditions as
others in a social group. It was originally used in the context of the marginalization of certain social groups, such as
the handicapped, unemployed, or single parents, addressing serious social issues facing governments all over the

world.

Even though some individuals are more prone to being socially excluded because of, for example, their socio-
economic status or bad health, it should be emphasized that it affects practically every single person. Consider, for
example, a hypothetical situation with a school trip where a child named John gets sick and has to stay home while
all his friends join the trip. After his friends get back from this excursion, they constantly talk about all the exciting
things that happened during the trip. As John cannot relate to his friends, he starts to feel like an outsider, and he

might no longer be perceived as a full-fledged member of the group.

A series of studies on the psychological effects of social exclusion conducted by Jones et al. [18IL7I[18] reyealed that
participants in the out-of-the-loop condition, meaning those who, in contrast to their team members, did not receive
information needed to solve the main task, reported decreased fulfilment of fundamental needs such as belonging,
self-esteem, control, and meaningful existence. They also reported a worse mood and rated their team members
lower in terms of liking and trustworthiness. These findings suggest that depriving a person of an opportunity to

interact with others on the same level has many negative psychological outcomes for the person.

2.1. Social Exclusion in HRI
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The question of how social exclusion might affect people while interacting with artificial agents such as robots
needs a more thorough investigation, though the existing research so far has suggested that this also has a
negative impact on human wellbeing. In a study conducted by Ruijten, Ham, and Midden 2, the participants first
played the Cyberball game, during which the ball was tossed fewer times to some participants (the exclusion
group) than to others (the inclusion group). This was followed by the main washing machine task, where the
participants were given feedback by a virtual agent about their choices (about the washing machine task). The
results showed that the participants who were excluded, especially women, were more sensitive to the feedback

provided by the agent.

In a study by Erel et al. 29, regarding ostracism in robot-robot—human interaction, the Cyberball paradigm in its
physical form was used to investigate if interaction with two non-humanoid robots might lead to the experience of
being excluded from the team and might have an impact on the fundamental psychological needs of the
participants. As predicted, those in the exclusion condition (only about 10% of the ball tosses were directed at
them) reported worse moods and more negative ratings regarding three needs: belonging, control, and meaningful

existence, compared to the participants in the inclusion and the over-inclusion conditions.

As observed by Claure et al. [21, the problem of unfairness might also arise when a robot assigns more resources
to a team member whose performance is the highest, which in turn might lead to decreased trust in the system by
the other workers. To investigate this issue, a Tetris game was used where the algorithm assigned blocks to two
players. The algorithm represented three levels of fairness, depending on the minimum allocation rate for each
participant. Even though the team’s performance did not change across the conditions, there was a decreased
level of trust reported by the weaker performers. Another study that also investigated the perceived fairness of
decisions made by an algorithm showed that the level to which a system is perceived as fair might also depend on
how the person was evaluated by this system [22. In this study, an algorithm was perceived as fairer when
participants received favorable feedback from it than when the outcome was unfavorable. It was also emphasized

that perceived fairness might depend on individual differences such as gender or level of education.

Even though such results provide some clues to how humans behave in discriminating settings while interacting
with artificial systems, it is still unclear if they are susceptible to unfair behavior when it is shown by such a system.
(For effects of algorithms behaving unfairly, see [231) It might happen that in a place where more people interact
with a robot, such as, for example, at work, in a hospital, or even at home, the robot would be better at predicting
and understanding the requests and preferences of those who spend more time with it because it has been able to
gather more data on these people’s habits and behavior. Then those who do not spend as much time with the
robot, especially new members of a group that includes a robot, might feel not only irritated by not being

understood appropriately by the robot but also excluded from the interactions with such a system.

2.2. Consequences of Social Exclusion

Research shows that social exclusion might cause several negative consequences for humans. It is not surprising

that those who experience rejection report having worse mood than others, but what might not seem so obvious is
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that, as shown by Van Beest and Williams [24, this effect remains even if being excluded by others is beneficial. In
this experiment, the participants played a Euroball game modeled after the commonly used Cyberball paradigm.
Even when the ostracized participants were receiving more money than the other players, they reported lower

mood ratings and satisfaction levels.

It has also been shown that individuals are more aggressive after being socially excluded. In the studies conducted
by Twenge et al. (23], experimenters manipulated the participants’ feelings of belonging by giving them predictions
about their future social lives that were allegedly based on their personality tests. The participants were also asked
to write an essay on abortion, after which they were given feedback on the quality of the essay, which was
allegedly evaluated by another competent participant. To test the level of aggressiveness, the participants
evaluated the person who rated their essay. As predicted, the ratings given by those who were told that their future
social life would be lonely were more negative than those given by the people in the other conditions. Moreover, in
the next experiment, participants who were made to feel rejected by their peers (meaning that they received
information that no one chose them as the person with whom they would like to work) set a higher intensity and a
longer duration for the noise blast that was allegedly given to the person with whom they played the computer

game.

Receiving predictions about a lonely future life seems to also affect both the pain tolerance and the pain threshold,
as was shown by DeWall and Baumeister [28]. In this research, the participants who received a pessimistic future-
life scenario had a significantly higher physical pain threshold and tolerance compared to those in the other three

control conditions. It supports the view that feelings of rejection and exclusion might result in emotional numbness.

A similar procedure was also used in Baumeister et al. 27, where participants were asked to fill out the general
mental abilities test after receiving predictions about their future lives. Those who received an anticipation of a
lonely future answered fewer questions from the test accurately, which suggests that a feeling of social rejection
might impair intelligence. However, a significant decrease in cognitive abilities was not observed in the case of
simple information processing. A possible explanation might lie in the impairment of one’s own executive function.
This suggestion was supported by Baumeister et al. [28 where it was found that social exclusion might indeed
have a detrimental effect on self-regulation. After receiving feedback about their anticipated future social lives,
participants were encouraged to consume a bad-tasting vinegar drink. This task required a high level of self-
regulation, as the participants had to force themselves to drink a beverage that was said to be beneficial for their
health even though it was unpalatable. It was observed that the participants who received a prediction about a
lonely future life drank fewer ounces of the beverage than those who were told to be accepted by others in the

future and even fewer than those who were predicted to experience misfortunes in their future.
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