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Predicting bankruptcy within selected industries is crucial because of the potential ripple effects and unique

characteristics of those industries. It serves as a risk management tool, guiding various stakeholders in making

decisions. While artificial intelligence (AI) has shown high success rates in classification tasks, it remains uncertain

whether its use significantly enhances the potential for early warning of impending problems.
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1. Introduction

In financial decision making, the ability to predict bankruptcy or anticipate challenges in meeting financial

obligations holds paramount importance (Brygała 2022). The consequences of financial failure have a significant

impact on creditors. Therefore, the importance of prediction has enormously increased in recent decades. Accurate

prediction offers various advantages, such as an increased debt collection rate and reduced costs in credit

analysis, among others (Korol 2019). Bankruptcy often manifests as a longer term outcome with unclear

indications. Artificial intelligence (AI) has the capability to detect hidden patterns signaling this condition,

necessitating the analysis of a larger volume of data and studying their behavior under varied conditions. This

study aims to compare the results of the most widely used AI methods and logistic regression in the specific

context of the chemical industry in the Slovak Republic, a crucial component of the country’s economy. Using

identical input data, the objective is to provide an objective comparison of the outcomes generated by each

method. The selection of predictors undergoes rigorous analysis, considering a wide array of frequently used

indicators. This research presents an original solution tailored to a narrowly specialized environment, with potential

applicability in other countries and time periods, encouraging broader comparisons and deeper investigations into

the problem. As noted by Brygała (2022), the efficiency of logistic regression with unbalanced data is lower than

with balanced data. Given the low proportion of bankrupt samples, developing accurate prediction models remains

a challenge (Garcia 2022), highlighting the difficulty of obtaining high quality and sufficient data. Research on

bankruptcy prediction models is undoubtedly crucial. A high number of failures could be devastating for the

business sector. The model’s performance strongly depends on the used tools. Most studies choose a model

based on its popularity or professional background. Only a few works (e.g., Altman 1968; Ohlson 1980) focus on

expert analysis with the creation of their own model. The reason may be the lack of a comparison of the relative

performance of the tools with respect to the required prediction criteria (Alaka et al. 2018). There are numerous

statistical methods available for detecting the potential risk of bankruptcy, with logistic regression being the most

widely used and yielding good results. In an effort to enhance accuracy, AI-based techniques are gaining

prominence. While these methods hold the promise of improvement, some studies indicate minimal or no increase
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in accuracy. According to du Jardin (2018), the classical model reflects a rather elementary view of bankruptcy,

treating it as the outcome of a historical process independent of time, reducible to a specific set of measures.

However, in reality, businesses with similar financial profiles exhibit different failure rates. Some of them

demonstrate greater adaptability and resilience to failure, often developing this capability at the onset of potential

failure. Factors that can only be analyzed over time elude the grasp of traditional models.

Standard and previously proposed models are often unsuitable as they do not account for the specific nuances of a

particular environment. A notable contribution of this study is the proposal of specific models tailored to the

chemical industry of the Slovak Republic, enhancing the potential of financial management within this sector.

These models can function as an early warning system for potential bankruptcy, benefiting both creditors and the

company’s management. Going beyond the standard prediction of one year before bankruptcy, this study also

provides predictions two years in advance, allowing for early problem identification. Furthermore, this extended

prediction horizon serves as a benchmark for comparing the effectiveness of various prediction methods. A similar

comparative approach can be found in the work of Aker and Karavardar (2023), where they attempt to predict

bankruptcy even three years in advance. Additionally, Gavurova et al. (2022) propose models for similar conditions,

specifically within the engineering and automotive industry in Slovakia.

The entire principle of prediction models is based on finding a function that separates bankrupt from non-bankrupt

samples with the highest possible reliability. Basic tasks in the field of bankruptcy prediction may include the

following: (i) defining criteria for bankruptcy; (ii) selecting (searching for) predictive indicators; (iii) selecting

(searching for) a method (model) capable of distinguishing a bankrupt company (prediction); (iv) evaluating

(comparing) the success of models and the cost of misclassification.

The field of bankruptcy prediction remains relatively unexplored due to the absence of the exact application

procedure for specific conditions. Numerous models have been developed for particular conditions, industries,

countries, and diverse businesses (Kliestik et al. 2023; Nagy et al. 2023). When applied, it is unclear which one is

the most appropriate or the most effective to use for the specific data types, industries, or conditions. According to

Alaka et al. (2018), the number of applications is inappropriate, highlighting the need for a systematic comparison

of models. Effective models are lacking and create a research gap for specific industries (Chen et al. 2021).

2. Artificial Intelligence Predicting Bankruptcy

Prediction begins by comparing indicators of healthy and bankrupt enterprises (Fitzpatrick 1932), followed by

discriminant analysis (Fisher 1936) and fuzzy set techniques (Zadeh 1965). One of the most well-known and

frequently used models to date is the univariate analysis by Beaver (1966) and the z-score by Altman (1968).

Furthermore, the popularity of discriminant analysis has increased due to work in the finance field by Taffler (1982).

However, these conventional methods have limitations related to linearity, normality, and multicollinearity. The next

stage of development involves the application of statistical methods such as logit (Ohlson 1980) and probit

(Zmijewski 1984). With the advancement in technology, AI-based methods have emerged, and the work of Odom

and Sharda (1990) is considered a pioneer in the prediction field using ANNs.
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While bankruptcy can occur suddenly due to unexpected events, it is often possible to predict it by using the

appropriate methods. Estimation errors can be caused by unreliable accounting statements, where data might be

intentionally or unintentionally distorted (Mućko and Adamczyk 2023). Despite the extensive research, determining

the superiority of any method remains unclear (Shin et al. 2005). Most models achieve high accuracy in the short

term but experience significant declines over time (Korol 2019).

A common problem is sample imbalance which results in inaccurate predictions. Prediction errors have a negative

impact on the company’s financial health. Addressing sample imbalance in classification tasks can be approached

through data-level techniques, algorithm-level adjustments, or hybrid methods. Preprocessing, which involves

changing (reducing or increasing) the size of sets and equalizing their distribution, is also a simple and effective

method. Oversampling is more commonly used (e.g., Chawla et al. 2002; Garcia 2022), while undersampling

techniques receive less attention (Wang and Liu 2021; Brygała 2022). Zoričák et al. (2020) investigated sample

imbalance in small and medium enterprises.

In their systematic study, Alaka et al. (2018) categorized the criteria for bankruptcy models into three fundamental

categories:

Result criterion (model accuracy and interpretation of results);

Data criterion (sample size, dispersion, and variable selection);

Model properties criterion (design time, assumptions, variable relationship, etc.).

Finally, they compared the frequency of the usage of the individual methods. The highest frequency is achieved by

ANNs (25%), followed by LR (20%) and SVMs (16%). Each of these methods has its own strengths and

weaknesses. It can be concluded that no single model stands out as clearly superior when considering all of the

identified bankruptcy criteria.

Shin et al. (2005) compared the results of SVMs and ANN-B, highlighting the higher accuracy of SVMs, especially

when dealing with a small number of samples. When a large number of training sets are available, the results

become comparable. Iturriaga and Sanz (2015) proposed a hybrid model combining ANNs and a self-organizing

map (SOM). This hybrid model predicts bankruptcy using ANNs one year prior to the event and applies the model

to data from 2 and 3 years before the bankruptcy. They then created a SOM by combining the results, which

provides a visual representation of the various risk profiles. They compared their results with discriminant analysis,

LR and SVMs, showing the predominance of ANN accuracy.

Korol (2019) introduced a model for EU companies comparing the fuzzy sets, ANN, and DT methods. The

evaluation included assessing efficiency drop up to 10 years before bankruptcy. Ptak-Chmielewska (2019)

compared LR, SVMs, Boosting, ANNs, and DTs, finding that LR’s performance matches that of the other methods

like SVMs and DTs. Wang and Liu (2021) investigated the impact of the sample imbalance on the accuracy and

proposed an undersampling method using SVMs, LR, neural networks, linear discriminant analysis, and random
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forest, among others. Brygała (2022) addressed sample imbalance and tested LR. Chen et al. (2021) developed a

hybrid model that selects the most suitable prediction type (Naive Bayes, K-nearest neighbor, DTs, bagging, or LR)

based on the data. They achieved the best results with DTs and LR, while bagging performed the worst. Korol

(2021) and Korol and Fotiadis (2022) compared classical methods of multivariate discriminant analysis, LR and

DTs, with LR emerging as the dominant performer.
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