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This entry delineates artificial intelligence (AI) ethics and the field’s core ethical challenges, surveys the principal

normative frameworks in the literature, and offers a historical analysis that traces and explains the shift from ethical

monism to ethical pluralism. In particular, it (i) situates the field within the trajectory of AI’s technical development,

(ii) organizes the field’s rationale around challenges regarding alignment, opacity, human oversight, bias and noise,

accountability, and questions of agency and patiency, and (iii) compares leading theoretical approaches to address

these challenges. We show that AI’s development has brought escalating ethical challenges along with a

maturation of frameworks proposed to address them. We map an arc from early monisms (e.g., deontology,

consequentialism) to a variety of pluralist ethical frameworks (e.g., pluralistic deontology, augmented utilitarianism,

moral foundation theory, and the agent-deed-consequence model) alongside pluralist governance regimes (e.g.,

principles from the Institute of Electrical and Electronics Engineers (IEEE), the United Nations Educational,

Scientific and Cultural Organization (UNESCO), and the Asilomar AI principles). We find that pluralism is both

normatively and operationally compelling: it mirrors the multidimensional problem space of AI ethics, guards

against failures (e.g., reward hacking, emergency exceptions), supports legitimacy across diverse sociotechnical

contexts, and coheres with extant principles of AI engineering and governance. Although pluralist models vary in

structure and exhibit distinct limitations, when applied with due methodological care, each can furnish a valuable

foundation for AI ethics.
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Genesis and History

On Artificial Intelligence

Artificial Intelligence (AI) refers to computational systems capable of behaviors that humans consider “intelligent,”

such as learning, reasoning, perception, and problem solving . The field emerged in the mid-20th century,

grounded in the aspiration to develop machines capable of emulating human cognitive functions. Early AI

scholarship included Alan Turing’s ‘test’ to distinguish between AI and human natural language responses, and a

1956 Dartmouth College workshop that coined the term “AI” . John McCarthy, who led the Dartmouth

workshop, proceeded “on the basis of the conjecture that every aspect of learning or any other feature of

intelligence can in principle be so precisely described that a machine can be made to simulate it” . With
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McCarthy’s conjecture—now a goal—in mind, AI research grew markedly over the next seventy years, traversing

multiple paradigms.

In the 1950s–1970s, researchers focused on symbolic AI using explicit, rule-based programs. This era emphasized

knowledge representation and formal logic (e.g., production rules, theorem provers), such as “expert systems” for

diagnostics and decision support . The 1980s–2000s saw the rise of statistical learning methods, including AI

utilizing decision trees, support vector machines, and the first multi-layer neural networks. Probabilistic models

(e.g., Bayesian networks) and ensemble methods broadened the field, enabling learning from uncertainty and

improving generalization .

From the 2010s onward, deep learning with neural networks enabled breakthroughs in AI perception and natural

language processing . These gains were driven by algorithmic advances (e.g., recurrent neural nets, parallel

processing), new vast datasets, and accelerated computing capabilities. Most recently, increasingly sophisticated

neural architectures (from reinforcement learning systems to large language models, generative AI, and agentic AI)

have begun to rival human performance in healthcare, finance, law, and academia, albeit for narrowly defined tasks

.

Terminological Housekeeping

AI systems have evolved substantially. The earliest symbolic AI encoded knowledge as explicit statements built

from logic gates (e.g., “if-then”, “and”, “or”), and was engineered to apply logical inferences to derive reliable

conclusions . AI using decision trees modeled choices not as logic gates, but as hierarchical splits mapping

features to predicted outcomes . Related AI utilizing support vector machines identified boundaries to split data

into groups, and classified data by margin width in a defined feature space .

Earlier AI systems employing Bayesian probabilistic models were able to represent uncertainty with explicit

probabilities. These models updated credences from input data, thereby engaging in a rudimentary form of

machine learning . Machine learning (ML) refers to systems that are able to learn and fine-tune without being

explicitly programmed to do so. ML has become increasingly sophisticated and widespread. AI ensemble systems

group and combine ML AI systems that ‘boost’ or ‘stack’ each other to improve ML robustness, capacity, and

accuracy .

AI systems utilizing neural networks are comprised of layered function approximators constructed by nodes in an

interconnected network. At large scale with many net layers, large datasets, and parallel processing, this is referred

to as deep learning . AI systems using natural language processing (NLP) use algorithms to parse, interpret,

and generate human language. Large language models (LLMs) are a class of NLP models that use deep neural

networks to execute diverse language functions (such as ChatGPT, Claude, and Gemini).

Generative AI is a broad term for all AI models that synthesize, create, or generate new content such as text,

images, audio, or code. Agentic AI denotes ecosystems of AI systems that collectively plan, utilize tools, execute
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functions, and share memory, which are characteristically able to function without human prompting or oversight 

. They are understood as autonomous or semi-autonomous AI ensembles .

AI capacity, architecture, and conceptualization have advanced across symbolic, statistical, and neural paradigms.

While the term covers many systems and capabilities, in this entry, AI refers to a broad class of contemporary

neural network-based systems, centered on LLMs, generative AI, and agentic AI. While different use cases carry

different challenges, this entry consolidates the field’s central issues and catalogs ethical frameworks marshaled to

address them.

Structure of the Entry

With the terminological housekeeping now in hand, we start by articulating the rationale for AI ethics. Second, we

trace the historical development of leading theories of AI ethics. Third, we compare these theories in the context of

contemporary AI systems, highlighting the strengths of pluralist frameworks.

We begin by briefly sketching the novel challenges. Advances in AI have introduced new ethical challenges and

magnified longstanding ones. These challenges, among the others outlined in Section 2, motivate the field. First,

opacity: the rule-based symbolic systems of half a century ago exposed their reasoning, whereas contemporary

generative and agentic models operate as black boxes, insofar as they rely on neural networks, complicating

transparency and explainability . Second, data provenance and bias: unlike earlier systems, modern AI models

learn from vast, weakly governed datasets that are inscrutable and are prone to encoding biases, heightening

auditability and fairness risks. By contrast, AI systems of the 1970s–1980s typically relied on highly curated

knowledge bases . Third, autonomy and control: agentic systems can pursue multi-step goals and can

independently use external tools, yielding behaviors not explicitly programmed and increasing risks of

unpredictability, misuse, and misalignment, concerns far less pronounced in early AI.

The risks are new, and the stakes are significant. AI systems are ubiquitous and are now embedded in many

aspects of everyday life. AI systems sort and recommend content on social media, optimize logistics and supply

chains, and power virtual assistants on our phones and computers . These technologies influence outcomes of

varying magnitude, such as who gets a loan or a job interview, the manner in which resources are allocated, and

the way in which people access information .

These concerns are not speculative. AI systems have already been found to discriminate in hiring and lending ,

autonomous vehicles have been involved in fatal accidents , and chatbots trained on poor data and lacking

ethical guardrails have produced misrepresentational outputs , and even contributed to suicides . AI

technologies are being increasingly employed in policing, medicine, law, academia, and warfare. Given AI’s rapid

development, its permeation across the human experience, and the potentially high stakes of failure, a robust

framework for practicing AI ethics is needed.

To guide the responsible design, training, and deployment of AI systems, we need a full-bodied, operationalizable,

and explanatorily powerful AI ethics framework. Amid rapid and disorienting change, we need guidance. The
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remainder of this entry further motivates the rationale for AI ethics, traces the historical emergence of the field,

explores major ethical frameworks, illustrates a turn from ethical monism to ethical pluralism, and endorses that

progression.
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