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As a critical preprocessing technique, low-illumination image enhancement has a wide range of practical

applications. It aims to improve the visual perception of a given image captured without sufficient illumination.

Conventional low-illumination image enhancement methods are typically implemented by improving image

brightness, enhancing image contrast, and suppressing image noise simultaneously. According to the learning

method used, people can classify existing low-illumination enhancement methods into four categories, i.e.,

supervised learning, unsupervised learning, semi-supervised learning, and zero-shot learning methods.

deep learning  low-illumination image enhancement  Retinex theory

1. Supervised Learning Methods

The most crucial feature of supervised learning is that the required data sets are labeled. Supervised learning is

learning the model from labeled training data and then using the model to predict its label for some new data.

Meanwhile, the more similar the predicted tags are to the given tags, the better the supervised learning algorithm

is. Low illumination image enhancement methods based on supervised learning can be roughly divided into end-to-

end methods and Retinex theory methods.

1.1. End-to-End Methods

Back in 2017, a deep encoder-based method (LLNet) was first proposed , which used a variant of stacked sparse

denoising autoencoder to identify features from the low-light image, adaptively enhance and denoise the image.

This method is the first end-to-end low illumination enhancement method based on deep learning. Lv et al. 

proposed a multi-branch image enhancement network MBLLEN. The MBLLEN consists of three types of modules,

i.e., the feature extraction module (FEM), the enhancement module (EM), and the fusion module (FM). In this

method, different image features are extracted from different levels, which can be enhanced by multiple sub-

networks. Finally, the output image is generated by multi-channel fusion. The image noise and artifacts in the low-

light area can be suppressed well by this method. At the same time, 3D convolution can be used instead of 2D

convolution for low-illumination video enhancement. Wang et al.  proposed a Global Awareness and Detail

Retention network (GLADNet), which put the input image into the encoder-decoder structure to generate a global

illumination estimate and finally used a convolutional network to reconstruct images based on the global care

estimate and the original days. To prove the effectiveness of this method, the target recognition performance test is

tested on Google Cloud Vision API2. The results show that compared with the original image, Google Cloud Vision
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can detect more details in the enhanced image and label them. Lu et al.  proposed a multi-exposure fusion

network, which transferred functions in two sub-networks to generate two enhanced images. Then the noise is

further reduced by the simple average fusion method, and the effect is further refined by the refinement element.

PRIEN  is a progressive enhancement network that is able to continuously extract features from low-illumination

images using recursive units composed of recursive layers and residual blocks. This method is the first to directly

input low-illumination images into the dual-attention model to extract features. In order to better ensure the network

performance, the method reduces the number of parameters by recursively operating a single residual block.

Although the network structure of this method is relatively simple, the enhancement effect is also more obvious. C-

LIENet  includes an encoder-decoder structure composed of convolutional layers, and introduces a unique multi-

context feature extraction module, which can extract context features in layers. This method proposes a three-part

loss function, which has advantages in local features, structural similarity, and details. Lim et al.  proposed a

deep Laplacian Restorer (DSLR) for low-illumination image enhancement, which can adjust the global luminance

and local details from the input image and gradually fuse them in the image space. The proposed multi-scale

Laplacian residuals block makes the training phase more efficient through rich connections of higher-order

residuals defined in the multi-scale structure embedded in the feature space.

1.2. Deep Retinex-Based Methods

Compared with the result of end-to-end network learning directly, the method based on deep learning and the

Retinex theory sometimes has a better enhancement effect. Wei et al.  proposed the first deep learning network

based on a data-driven strategy and Retinex theory, which decomposed an image into a reflectance image of

independent light rays and a structure-aware illumination image through a decomposition network. Then, a large

area of illumination was enhanced by the enhancement network. Finally, the overall image effect was improved by

clipping local distribution and BM3D noise reduction. A brief flow diagram of this algorithm is shown in Figure 1.

Liang et al.  modeled MSR (Multi-Scale Retinex) and proposed the MSR-Net, which includes three modules:

multi-scale logarithmic transformation, convolution difference, and color restoration. It directly learns the end-to-end

mapping from low-illumination to the true image by training the synthesized low-illumination pair adjusted by

Photoshop. Zhang et al.  constructed a deep network based on Retinex theory, which is divided into two branch

networks, one for regulating illumination and one for removing degradation. It includes three modules: layer

decomposition, reflectance restoration, and illuminance adjustment. Multi-scale illuminance enhancement module

is used to avoid noise and distortion of enhanced image. R2RNet  is a new real-normal network based on the

Retinex theory. It includes a decomposition module, a noise reduction module, and a brightness enhancement

module and presents a large real-world image pair dataset (LSRW). Wei et al.  proposed a novel module,

namely NCBC, based on Retinex theory to simultaneously suppress noise and control color deviation, which

consists of a convolutional neural network and two loss functions. Its characteristic is that the NCBC module only

calculates the loss function in the training stage, which makes the method faster than other algorithms in the test

stage.

[4]

[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12]



Classification of Low Illumination Image Enhancement Methods | Encyclopedia.pub

https://encyclopedia.pub/entry/43734 3/8

Figure 1. Flowchart of the RetinexNet algorithm. There are three parts: decomposition, adjustment, and

reconstruction.

1.3. Deep Transformer-Based Methods

Vision Transformer is currently a research hotspot with supervision tasks. Cui et al.  proposed Illumination-

Adaptive Transformer (IAT) network, which is a full supervision and training mode and belongs to an ultra-

lightweight network. Different from the above solutions, this network adopts the idea of a target detection network

DETR (Detection Transformer)  and designs an end-to-end transformer to overcome the impact of low

illumination on visual effects. The performance of this method is very good, and the speed is the most important

feature. Wang et al.  proposed a Low-Light Transformer based Network (LLFormer). The core components of

the LLFormer are the axis-based multi-head self-attention and cross-layer attention fusion block, which reduces the

computational complexity. Meanwhile, Wang et al. built a benchmark dataset of 4K and 8K UHD images (UHD-

LOL) to evaluate the proposed LLFormer, which was also the first method to try to solve the UHD-LLIE task.

2. Unsupervised Learning Methods

There are two limitations to the aforementioned methods as mentioned above. First, the pairwise pictures in the

datasets are limited. Second, training models on pairwise datasets would cause the over-fitting problem. To solve

the above issues, scholars began to use unsupervised learning methods for enhancement. Unsupervised learning

is characterized by a learning environment of unlabeled data. Jiang et al.  proposed the first unsupervised

learning method called EnlightenGAN. A brief flow diagram of this algorithm is shown in Figure 2. EnlightenGAN is

the first to introduce non-matching training to this field successfully. The proposed method has two improved parts.

Firstly, the global-local discriminator structure deals with spatially varying illumination conditions in the input image.

Secondly, the self-feature retention loss and self-regularization attention mechanism are used to keep the image

content features unchanged before and after enhancement. Fu et al.  proposed a low-illumination enhancement

network (LE-GAN) using an invariant identity loss and attention module. They used an illumination sensing

attention module to enhance image feature extraction, which improved visual quality while realizing noise reduction

and detail enhancement. At the same time, constant loss of identity can solve the problem of overexposure. This

paper also established and released a sizeable unpaired low-illumination/normal-illumination image dataset called

PNLI. Ni et al.  proposed an unsupervised enhancement method called UEGAN. The model is based on a single

deep GAN incorporating an attention mechanism to capture more global and local features. The model proposes
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fidelity loss and quality loss to handle unsupervised image enhancement assurance loss is used to ensure that the

content between the enhanced image and the input image is the same, and quality loss is used to assign the

desired features to the image. Zhang et al.  proposed an unsupervised low-illumination image enhancement

method (HEP) using histogram equalization. This method introduced the noise separation module (NDM), which

separates the noise and content in the reflectance map with unmatched image pairs. Through histogram

equalization and the NDM module, the texture information and brightness details of the image can be well

enhanced, and the noise in the dark and yellow area of the image can be well suppressed.

Figure 2. Flowchart of the EnlightenGAN algorithm.

3. Semi-Supervised Learning Methods

Semi-supervised learning was proposed not long ago. It combines the advantages of supervised learning and

unsupervised learning. Semi-supervised learning requires labeled data as well as unlabeled data. The

characteristic of the semi-supervised learning method is to use many unlabeled samples and a small number of

labeled samples to train the classifier, which can solve the problem of more labeled samples and less unlabeled

samples. Yang et al.  proposed a semi-supervised low-illumination image enhancement method (DRBN) based

on frequency band representation. A brief flow diagram of this algorithm is shown in Figure 3. The network is a

deep recursive band network, which first restores the linear band representation of the enhanced image based on

pairwise low/standard light images, and obtains the improved band representation by relocating the given band.

This band can remove not only noise but also correct image details. A semi-supervised learning network called

HybirdNet was proposed by Robert et al. . The network is divided into two branches. The first branch is

responsible for receiving the supervised signals and is used to extract the invariant components. The second

branch is entirely unsupervised and is used to reconstruct the model information discarded by the first branch as

input data.
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Figure 3. Flowchart of the DRBN algorithm, which consists of two stages: recursive band learning and band

recomposition.

4. Zero-Shot Learning Methods

The advantage of zero-short learning is that training data is not required. This method does not need to be trained

in advance and can directly take the low-light image to be enhanced as the input. Zhu et al.  proposed a new

three-branch fully convolutional neural network called RRDNet. The input image is decomposed into three

components: illumination, reflection, and noise. By iterating the loss function, the noise is estimated, and the

lighting is effectively restored, allowing the noise to be predicted clearly, making it possible to eliminate image

noise. RRDNet proposes a new loss algorithm to optimize the image decomposition effect, which can estimate the

noise in the dark area according to the image brightness distribution to avoid the noise in the dark area being over-

amplified. A brief flow diagram of this algorithm is shown in Figure 4. Inspired by the super-resolution model,

Zhang et al.  proposed a CNN network (ExCNet) specifically for testing. In the test, the network estimates a

parametric curve most suitable for the test backlight image, which can be used to enhance the image directly. The

advantages of ExCNet are that it is ideal for complex shooting environments and severe backlight environments. In

the video enhancement process, the following structure is guided by the parameters of the previous frame to avoid

the phenomenon of artifacts.
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Figure 4. Flowchart of the RRDNet algorithm.
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