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Deep learning methods such as U-Net, SegNet, YOLO, Faster R-CNN, VGG and ResNet have been used

extensively for crop disease estimation using Unmanned Aerial Vehicle (UAV)  imagery. The basic building block of

the deep learning architecture is basically the success of convolutional neural networks (CNN). The deep learning

models implemented for crop disease estimation using UAV imagery can be categorized into classification-based,

segmentation-based and detection-based approaches. Segmentation-based models attempt to classify each pixel

in an image into different categories such as healthy vs. diseased pixels, whereas classification-based models look

into overall images and classify the image into pre-defined disease classes.

UAV  crop disease  drone  deep learning  drone

1. Pixel-Based Segmentation Models

The image segmentation model normally classifies the image pixels into different regions or categories. Traditional

methods of image segmentation include clustering the pixels into different groups using iterative techniques such

as K-means or ISODATA. Deep learning-based image segmentation methods utilized the encoder–decoder

structure where the encoder includes the combination of convolutions and down-sampling operations to represent

the input image into the latent space and then the decoder reconstructs the segmentation map from such latent

space using up-sampling operations. The popular encoder–decoder architectures for image segmentation used

cooperatively with UAV imagery are U-Net  PSPNet , SegNet  and others , as reported in Table 1.

The majority of the existing works  for crop disease segmentation in UAV imagery utilized U-Net , one of the

widely used DL architectures for semantic segmentation. A wheat yellow rust monitoring using UAV was

implemented by Su et al. . The U-Net with various input combinations were designed and tested where the five-

band input outperforms all other combinations such as RGB only and VIs. Furthermore, U-Net was used to detect

the nematodes on coffee with RGB images acquired at a flight altitude of 10 m by Oliveira et al. . They also

trained PSPNet to detect the nematode pest on coffee images at different resolutions and compared its

performance to U-Net, where the U-net outperformed the PSPNet with an overall precision of 69.00%. A modified

version of U-Net was proposed by Zhang et al.  for wheat yellow rust detection with the RGB aerial images. They

improved U-net architecture by adding irregular encoder and decoder modules along with a channel-wise re-weight

module and compared its performance with the original U-net. Their results showed that the modified U-Net

achieved an overall accuracy of 97.13% with five bands of an input image. Another study on yellow rust detection

on wheat with multispectral images and U-net was conducted by  with an overall accuracy of 96.3%. With these

[1] [2] [3] [4]

[1][5][6] [7]

[1]

[5]

[6]

[8]



Deep Learning-Based Methods for Crop Disease Estimation | Encyclopedia.pub

https://encyclopedia.pub/entry/44295 2/8

observations, it can be put forward that the U-net has merits for crop disease segmentation with aerial images

either with multispectral sensors or RGB sensors. However, it should also be noted that these UAV images should

come with high resolutions and be acquired within the range of less than 30 m of altitude.

Similarly, Mask R-CNN , SegNet , FCN , PSPNet , DeepLabV3 , CropDocNet  and VddNet  were

also utilized for the segmentation of various crop diseases, as reported in Table 1. For instance, Stewart et al. 

implemented an instance segmentation model based on Mask R-CNN for northern leaf blight (NLB) on maize.

They achieved an average precision of 0.96, while the intersection over union (IOU) was set to 0.50. With such

promising results, it is projected that deep learning-based methods for instance segmentation using UAV imagery

have a great potential for plant disease detection. Mildew disease detection in vine was investigated by Kerkech et

al.  using multispectral images and SegNet . They used SegNet to classify each pixel of the vine field images

into shadow, ground, healthy and mildew symptom classes. Their method achieved the highest detection accuracy

of 92% at the grapevine level while the detection accuracy was 87% at the leaf level. Similarly, Cercospora leaf

spot (CLS) detection on sugar beet was investigated by  using a fully connected neural network (FCN). Their

FCN was based on DenseNet , which was trained on pixels classified as CLS, healthy and background. Their

method achieved an f-score of 44.48%, 88.26% and 93.90 for CLS, healthy and background pixels, respectively,

under changing field conditions.

Table 1. Summary of pixel-based segmentation DL models for crop disease detection using UAV imagery. Note

that the disease abbreviations are denoted as NLB (northern leaf blight), VD (vine disease), CLS (Cercospora leaf

spot), YR (yellow rust), NM (nematodes), SR (stripe rust), LB (late blight).
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Ref. Crop Disease Sensors Height DL Methods B Recall F-Score Acc.

Maize NLB RGB 6 m Mask R-CNN 96.00 - - -

Grape VD RGB & NIR - SegNet 84.04 90.47 87.12 -

Sugar CLS RGB - FCN 74.81 80.25 75.55 -

Wheat YR RGB  PSPNet - - - 94.00

Wheat YR MS 20 m U-Net 91.30 92.60 92.00 -

Coffee NM RGB 10 m U-Net & PSPNet - - 69.00 -

wheat SR RGB 50 m DeepLabv3+ - - 81.00 -

wheat YR RGB - lr-UNet - - - 97.13

Potato LB HS 30 m CropdocNet - - - 95.75

Sugar CLS RGB - CNN 74.81 80.25 75.55 -

Vine VD RGB-NIR-D 25 m VddNet - - - 93.72
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2. Object-Level Classification Models

The object-level classification models take an image as input and classify the images into one of the predetermined

object classes. Since UAV images are acquired as overlapped tiles of agricultural fields and are later stitched into a

single agricultural field map, the crop field region can be divided into small object-level tiles. Then, using such tiles,

the deep learning model can be trained to classify the image tiles into diseased regions or healthy regions. As a

post-processing task, these outputs can be merged again to rebuild the original agricultural field map with diseased

vs. healthy regions. As reported in Table 2, two types of DL methods were used for crop disease classification

using UAV imagery: first, existing pre-trained deep learning architectures such as ResNet , Inception-v3 ,

VGG , DenseNet , MobileNet  and GoogleNet , which were mostly trained on ImageNet  and are

easily available for use in any other task as transfer learning, and second, custom-designed convolutional neural

networks (CNNs) specific to a particular task that need training from scratch.

A transfer learning approach using ResNet  architecture was implemented by Wu et al.  for lesion detection

on maize with high-resolution RGB UAV imagery captured by flying a drone 6m above the ground in two stages. In

the first stage, they trained a backbone CNN (ResNet ) by randomly cropping sub-images of size

500×500500×500. Furthermore, transfer learning was implemented using the ResNet-34 pre-trained on ImageNet

. Next, a disease heat map was generated with the output of a previously trained CNN while feeding the patch

generated with sliding windows over the original UAV images. Similarly, a transfer learning approach with multiple

existing deep learning architectures, such as VGG, ReseNet, Inception and Xceptio, for soybean leaf disease

classification using RGB imagery was implemented by Tetila et al. . Their framework included three steps: (a)

UAV image acquisition, (b) leaf segmentation using SLIC and (c) the classification of leaves into various disease

levels using existing DL methods. Comparing the performance of the DL models, the Inception network

outperformed all other DL models with an overall accuracy of 99.04%. Similarly, a deep learning method based on

InceptionResNet  was investigated by Zhang et al.  for yellow rust detection on wheat using hyperspectral

imagery. Here, a sliding window approach was used to create the patch of an image, and then these patches are

fed into a DCNN (Inception-ResNet) for rust classification with an overall accuracy of 85.00%. Finally, post-

processing was carried out to visualize the rust map.

Besides the existing pre-trained DL models, few researchers have implemented custom CNNs specially designed

for the detection of particular crop diseases. For instance, Kerkech et al.  implemented a CNN (inspired by

LeNet-5 ) for RGB images at the block or patch level that classifies sliding windows of images (object) into four

designated classes: ground, healthy, partially diseased and diseased. Then, each image patch was post-processed

to generate the disease map. They reported the highest accuracy of 95.8%, while classifying the tiles into four

classes. Similarly, a convolutional neural network (CNN) that shared the basic architecture of the classic LeNet-5

was designed by Huang et al.  for HLB classification on wheat with RGB imagery. When comparing its

performance with SVM with various features such as LBP, histogram and VIs, an overall accuracy of 91.43% was

achieved with CNN, whereas SVM provided only 90.00% accuracy.

Ref. Crop Disease Sensors Height DL Methods B Recall F-Score Acc.

Wheat YR MS 20 m UNet, DF-UNet - - - 96.93[8]
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Table 2. Summary of object-level classification-based DL models for crop disease detection using UAV imagery.

Note that the abbreviations used are NLB (northern late blight), YR (yellow rust), SD (Soybean disease), FW

(Fusarium wilt), corn disease (CD), BD (banana diseases), FAW (fall army-worms), VD (vine disease) and HLB

(Helminthosporium leaf blotch).

3. Object Detection-Based Models

Object detection is one of the most investigated tasks in the computer vision field . It consists of both object

classification and localization, which makes it more challenging compared to image classification tasks. Image

classification involves assigning a specific class to a single image, whereas object detection involves assigning a

label to an object and drawing a bounding box around the object of interest (localization) .

There are various methods proposed for object detection, which can be grouped into two broad categories: two-

stage and single-stage detectors. The two-stage object detectors, such as R-CNN , first propose a set of RoIs

(regions of interest) using an algorithm such as selective search. From these candidate regions, a DL architecture,

such as VGG , extracts the deep features, and finally, a classifier, such as a linear SVM, classifies them into

known classes. However, in one-stage detectors, the input images are required to pass through the DL model only

once, and thereby, the bounding boxes for the object are predicted. As shown in Table 3, most works use one-

stage detectors such as YOLO , RetinaNet , CenterNet  and so on. Two-stage detectors, such as Faster

R-CNN , are used by very few works .

Ref. Crop Disease Sensors Height DL Methods Acc. (%)

Potato virus RGB 10 m CNN 84.00

Maize NLB RGB 6 m ResNet-34 95.10

Wheat YR HS 30 m Inception-ResNet 85.00

Soybean SD RGB 2 m Inception-v3, ResNet50, VGG-19, Xception 99.04

Radish FW RGB - VGG 93.30

Corn CD RGB 12 m VGG, ResNet, Inception, DenseNet169 100.00

Radish FW RGB 10 m GoogleNet 90.00

Banana BD RGB 50 m VGG and CNN 92.00

Maize FAW RGB 5 m VGG16, VGG19, Inception-v3 and MobileNet 100.00

Grape VD RGB 25 m CNN 95.80

Wheat HLB RGB 80 m CNN 91.43
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Table 3. The summary of object-detection-based crop disease detection using UAV imagery. Note that the

abbreviations used for the diseases are CRR (cotton rot root), WW (worm-whole) WLD (white leaf disease), DS

(drought stress) and TLB (tea leaf blight).
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