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Due to the use of English as the medium of instruction in many universities around the world, including the Middle East,

the standardization of in-house locally developed English placement tests (PTs) has gained substantial importance. PTs,

in general, follow several methods to place students at different levels of English language programs and may include

interviewing, essay writing, multiple-choice tests, or a combination of different methods. Therefore, the evaluation of their

reliability and validity depends, to a large extent, on their specific characteristics.
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1. Introduction

Due to the use of English as the medium of instruction in many universities around the world, including the Middle East,

the standardization of in-house locally developed English placement tests (PTs) has gained substantial importance. Most

of the students joining such universities are non-native speakers (NNS) who need to undertake a foundation program (FP)

to develop their English language proficiency. Fair and accurate assessment of students’ abilities and their placement into

appropriate language courses in the FP, based on their language proficiency, is crucial for homogenous grouping and

optimum teaching and learning (Fan and Jin 2020; Fulcher 1997; Fulcher et al. 2022; Hille and Cho 2020; Liao 2022; Shin

and Lidster 2017).

Based on the specific requirements and other academic considerations, higher Education institutions (HEIs) either use

commercially available tests or develop in-house tests to place students into different levels of the FP. It is believed that in-

house tests ensure a range of benefits as they are customized to the specific curricular goals of the academic programs

offered by the institutions (Chung et al. 2015) and are cost-effective (Jamieson et al. 2013). However, the effectiveness of

such tests in placing students into appropriate levels is often questioned as they might suffer from validity and reliability

issues (Fan and Jin 2020). An invalid and unreliable test tends to place students at the wrong levels, which may have an

adverse impact on the student’s proficiency and develop negative attitudes towards the university among students (Al-

Adawi and Al-Balushi 2016). In addition, the teaching and learning process can be a struggle for both teachers and

students when students are misplaced (Johnson and Riazi 2017). Inaccurate placement may have financial implications,

impact students’ degree plans, and lead to an adverse impact on their motivation levels (Hille and Cho 2020).

Due to the implications of PT results on score users, it is important to ensure that the test scores are accurate in informing

placement decisions. By the same token, it is essential to establish the validity and reliability of the in-house developed

PTs. However, there is surprisingly little research on the design, reliability, and validity of PTs, although they are perhaps

among the most used measures within institutions (Wall et al. 1994).

PTs, in general, follow several methods to place students at different levels of English language programs and may

include interviewing, essay writing, multiple-choice tests, or a combination of different methods. Therefore, the evaluation

of their reliability and validity depends, to a large extent, on their specific characteristics (Shin and Lidster 2017).

2. Reliability and Validity of Online Placement Test

2.1. In-House (Local) Versus Commercially Produced Large-Scale PTs

Several HEIs use commercial or standardized PTs for placing students in undergraduate programs, while many others

design their own tests. Standardized PTs can be appealing for many reasons. First, they relieve universities from the

stress of time constraints during the development and scoring of tests, especially when online tests can be taken at

multiple locations by many candidates (Jamieson et al. 2013). Moreover, language programs also trust

commercial/standardized PTs because of reliability issues with local PTs (Hilgers 2019). Despite these advantages,

commercialized PTs cannot discriminate among students of varying proficiency levels (Westrick 2005). In-house PTs offer



a range of advantages over commercial tests since they measure students’ abilities within a specific institutional context

(Westrick 2005) and can be customized according to specific curricular goals (Chung et al. 2015), whereas commercial

PTs cannot be linked closely to any specific institution. According to Dimova et al. (2022), “While large-scale tests have a

wide-reaching and often overwhelming impact, within generalized contexts, local language tests address specific needs

and have a deeper influence on day-to-day language assessment practice and research” (p. 243). Thus, the development

of customized PTs and their widespread use is a result of the practical need to assess English language learners’ abilities

locally (Fox 2009) which can be made possible via an in-house test.

2.2. Validity and Reliability Studies of Placement Tests

Interest in language testing-related issues has increased over time; however, “…validity/validation received the highest

interest across periods” (Dong et al. 2022, p. 1). Moreover, the validity of a PT is critical for allowing a better

understanding of the test scores and the consequences of placement decisions based on these scores (Chun 2011; Li

2015). Wall et al.’s (1994) study conducted at the University of Lancaster is the first one in the field of language testing

that addressed the evaluation of placement instruments in depth. They investigated face validity (through a student

survey), content validity (using teacher interview), construct validity (by measuring Pearson product–moment correlation

coefficients), concurrent validity (with student self-assessments and subject and language tutors’ assessments), and

reliability by calculating mean and standard deviation (SD) from students’ scores. They concluded that, overall, the PT

content was satisfactory, the test balance was appropriate, and no students were reported to be wrongly placed in their

classes. The limitation of their study was not finding external criteria to measure concurrent validity. Building on Wall et

al.’s pioneering work, Fulcher (1997) conducted a reliability and validity study of the PT used at the University of Surrey.

For the investigation of reliability, correlation coefficients, means, and SDs (inter- and intra-rater reliability) were

established for rating patterns in the writing task. For structure and reading comprehension, a logistic model was used and

Rasch analysis was performed. Both Wall et al. (1994) and Fulcher’s (1997) studies used Pearson product–moment

correlation for construct validity; however, Fulcher also used inter-rater reliability for writing assessment. His findings were

similar to Wall et al.’s (1994) findings, where most of the students considered the test fair with a few of them voicing their

concern regarding the ambiguity of some test items. Fulcher’s addition to Wall’s was the use of concurrent validation using

TOEFL. In a subsequent study, Fulcher (1999) focused on the computerization of a PT and assessed the usefulness of

the computer-based test (CBT) as a placement instrument by comparing it with the pencil-and-paper form of the test. This

is a seminal study since this was the very first one conducted on computerizing PTs.

Similar to Fulcher (1997), Nakamura (2007) also performed a Rasch analysis to validate the in-house Reading PT used at

the Faculty of Letters at Keio University. He used the item characteristic curve (ICC) for item analysis to establish

construct validity and concluded that 94% of the test items fitted the model. Face validity was investigated using student

questionnaires in both studies. Nakamura (2007) used the person separation index to investigate reliability, which is

similar to the Cronbach alpha. The reliability of the test had a score of 0.78 which established that the items in this test

were internally consistent. Kim and Shin (2006) also assessed the construct validity of the multiple-choice test using the

Pearson product–moment procedure to determine the correlation between the different domains of the reading (gist,

vocabulary, inference, and detail) and writing (content, organization, and form) tasks. To estimate the internal consistency

reliability of the multiple choice items of the reading test, Cronbach’s alpha was calculated. Even though their study details

the process of PT design, evaluation, and analysis, the limited number of items and sample size affected the reliability

estimate. Kim and Kim’s (2017) approach to validation of the English PT used at Kyun Hee University can also be

considered similar to the studies mentioned above. The internal consistency and reliability of the test items measured

using Cronbach’s alpha were 0.89, indicating the high reliability of the test items. The outcome of the classical test theory

method showed the item difficulty of 0.48 and item discrimination of 0.448. However, their PT only considered the

receptive skills of reading and listening for placing students.

Messick’s (1996) unified theory of test validity and Kane’s (2013) argument-based approach have also been used for the

validation of PTs. Li (2015) used the self-assessment tool within an argument-based validity framework (Kane 2013) to

validate the PT used at a Midwestern university. He also employed the Rasch-based item analysis (Fulcher 1999;

Nakamura 2007). The results revealed that the self-assessment items had acceptable reliabilities and item discrimination;

however, the multivariate–multimethod analysis revealed weak to moderate correlation coefficients between the

candidates’ self-assessments and their performances on the PT and TOEFL IBT. Huang et al. (2020) combined Messick’s

and Kane’s approaches to validate the speaking test used in their institution. Significant relationships between speaking

test scores, self-ratings of speaking skills, and instructors’ end-semester exam ratings were observed. Yet, there were

some issues with rubric design and limited training in terms of test administration and scoring. Limited assessment literacy

is a concern raised by other researchers also in the field of language testing (for example, Ashraf and Zolfaghari 2018;

Coombe et al. 2020; Genc et al. 2020). It is important to note that Huang et al.’s (2020) study considered only speaking



scores in placing students which is not sufficient for appropriate placement in ESL programs. A more structured approach

for speaking assessment based on the Common European Framework of Reference (CEFR), especially in the case of

large groups, is suggested by Emperador-Garnace (2021).

The use of standardized tests n placing students is acceptable (Jamieson et al. 2013; Hilgers 2019) yet a debatable

practice in terms of placing students into exact levels of ESL programs. Liskinasih and Lutviana (2016) compared

students’ TOEFL scores with final test scores using Pearson product–moment correlation and found a moderate positive

correlation level (0.41). The bivariate correlational analysis revealed a positive correlation (r = 0.643) between scores of

the listening component of the TOEIC and the sentence repetition placement test in a study conducted by Topor (2014) on

Japanese learners. Liao (2022) investigated the accuracy and validity of placement decisions based on the English GSAT

scores of Taiwanese university students, with a focus on its associations with the General English Proficiency Test (GEPT)

and students’ performance in the course. The GSAT was reported to have appropriately placed lower or higher-level

students in EFL classes but did not distinguish well for the borderline cohort.

As opposed to other researchers (Jamieson et al. 2013; Hilgers 2019; Liao 2022; Topor 2014), Kokhan (2013) is against

the idea of placing students in ESL programs based on standardized test scores. He examined the validity of SAT, ACT,

and TOEFL iBT scores as a substitute for the English PT and concluded that there is a 40% probability that most

prospective students might be placed at the wrong level. This argument adds value to the importance of an in-house test

that is aligned with the ESL curriculum. Nakamura (2007) also asserts that the content, level, and purpose of standardized

tests are not suitable for placing students.

In the Middle Eastern context, the research evidence on the validation of in-house tests is very limited (Al-Adawi and Al-

Balushi 2016; Mahfoud 2021; Rahal and Dimashkie 2020; Rouhani 2008). Rahal and Dimashkie (2020) updated a

customized English PT used at an American university in the Middle East to improve its security, reliability, and validity.

They created a new test bank, revised the grading rubric, and then created a test specifications document. They call the

process Creational Reverse Engineering. Rouhani (2008) administered the Michigan Test of English Language

Proficiency (MTELP) and an in-house C-Test to 144 Iranian university-level students. The results revealed fairly high

criterion-related validity, high reliability, and acceptable content relevance of the C- test. The extracts used in the C-Test

turned out to measure similar attributes as the MTELP, showing significant evidence of construct validity for the C-Test.

However, the C-Test failed to classify the subjects in their appropriate proficiency levels. A number of researchers (such as

Dörnyei and Katona 1992; Klein-Braley 1997) have challenged the reliability of using C-Tests for placement purposes.

Mahfoud (2021) examined the face validity of the PT used at a Libyan HEI by using questionnaires and interviews. He

also examined content validity by comparing PT and mid-term results. The findings revealed a high failure rate in the mid-

term exam when the speaking and listening components were eliminated from the total score. As far as the Omani context

is concerned, the only study published on PT evaluation was conducted by Al-Adawi and Al-Balushi (2016), who

investigated the face validity of their institutional PT using teachers’ and students’ perceptions of the English PT at

Colleges of Applied Sciences (CAS), Oman. They also compared students’ PT scores against their mid-term scores. Both

face and content validity of CAS English PT ranged from low to moderate levels. Nevertheless, comparing scores of the

mid-term exam against PT scores might not be the best method to test the effectiveness, since both tests are designed

with different purposes and comprise different content and format.

Considering the strengths and limitations of the studies mentioned above, this study assessed the validity and reliability of

all four language skills tests of a computer-based online PT. Moreover, this study also benchmarked the in-house PT

against the IELTS. 
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