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Higher-level autonomous driving necessitates the best possible execution of important moves under all conditions.

Most of the accidents caused by the AVs launched by leading automobile manufacturers are due to inadequate

decision-making, which is a result of their poor perceivance of environmental information. In today’s technology-

bound scenarios, versatile sensors are used by AVs to collect environmental information. Due to various technical

and natural calamities, the environmental information acquired by the sensors may not be complete and clear, due

to which the AVs may misinterpret the information in a different context, leading to inadequate decision-making,

which may then lead to fatal accidents. To overcome this drawback, effective preprocessing of raw sensory data is

a mandatory task. Pre-processing the sensory data involves two vital tasks, namely data cleaning and data fusion.

Since the raw sensory data are complex and exhibit multimodal characteristics, more emphasis is given to data

preprocessing. 

autonomous vehicles (AVs)  data fusion  situation awareness  data-preprocessing

machine learning (ML)

1. Introduction

Autonomous cars have the ability to cut traffic accidents significantly. This hypothesis is based on the fact that

autonomous cars reduce the influence of a human component on the likelihood of a traffic collision. Autonomous

vehicles are being tested in real-life traffic circumstances all around the world . According to , if AVs become

accessible in 2025, the market in the United States of America might reach 8 million in ten years. The widespread

deployment of autonomous vehicles is intended to minimize collisions, relieve traffic congestion, increase fuel

efficiency, reduce parking demands, and provide mobility to individuals who are unable to drive . The same

survey predicted that by 2040 about 33 million autonomous vehicles will be on the road. This just means that

people will have to become acclimated to self-driving automobiles. This is supported by facts and data, yet further

testing is needed to ensure everyone’s safety.

In order to avoid accidents caused by the AVs, the decisions taken by the AVs to overcome roadside events must

be instant and accurate . For accurate decision-making, the environmental data perceived by the AVs must be

clear and accurate. Perception systems must be exact in order to provide a precise comprehension of the world.

They must be able to work in adverse conditions and even when particular sensors are broken or defective. In

order to collect environmental data, as well as data relating to autonomous vehicle characteristics, sensor systems
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must be functional. However, data received from a variety of devices, including sensors, thermal cameras, radars,

and so on, have heterogeneous multimodal features, making it difficult to achieve the correct perception. In order to

enhance the situation awareness of the AV, there has to be more emphasis on the data preprocessing tasks of the

AVs. Data preprocessing involves data cleaning and multimodal fusion. The upcoming paragraphs highlight the

relationship between situation awareness and data preprocessing.

According to , situation awareness (SA) is defined as “the perception of the elements in the environment within a

volume of time and space, the comprehension of their meaning, and the projection of their status in the near

future”. Situational awareness acts as a bridge connecting our comprehension of the environment, ongoing real-

time occurrences, and potential future developments. To establish the situation awareness of their perceived

environment, AVs collect environmental data using external and internal sensors, namely LiDAR, radar, and

ultrasonic, followed by stereo and thermal cameras. The vehicular information collected can exist in different

formats, such as textual, image, video, and audio, and also exhibit many discrepancies. The discrepancies

exhibited by the vehicular data might be in the form of irrelevant data, missing data, outliers, and duplicate data. In

addition, images may contain missing data in the form of blurred images and audio data that contains noisy

irrelevant data. Hence, preprocessing the sensory data is essential to improve the accuracy. Since data cleaning

has been well studied, this proposal focuses on the second task of data preprocessing, namely data fusion. The

sensory data exhibit multimodal characteristics, hence an effective data fusion model is mandatory to convert the

heterogeneous data into a unique format and also to enhance their accuracy for further effective processing.

Most of the studies fail to propose a generic multimodal fusion methodology to handle the diversity existing among

different datasets. The relevant research literature also does not clearly explain key operations such as feature

selection and dimensionality reduction of multimodal data, the mechanisms for 2D to 3D multimodal data

transformation and storage, and the methodology for converting multimodal data to a single unique data format.

Further very few contributions have been carried out to fuse multispectral environment data collected from sensors

and satellites. Versatile fusion models with advanced image processing and machine learning techniques are

required to fuse the multispectral high-resolution data. The accuracy level reached by most of the referred

decision-making frameworks and models is around 85%. This statement proves that more emphasis must be given

to preprocessing, especially in data fusion tasks to improve the data accuracy, which has an impact on enhancing

the situation awareness of AVs to improve their accuracy of decision-making.

2. Hybrid Image Fusion Models

B. Shahian Jahromi et al.  have proposed a novel hybrid multi-sensor fusion pipeline configuration for

autonomous cars that handles environment perception tasks such as road segmentation, obstacle identification,

and tracking. A suggested encoder–decoder-based fully convolutional neural network (FCNx) and a standard

extended Kalman filter (EKF) nonlinear state estimator approach are used in this fusion framework. It also employs

optimal camera, LiDAR, and radar sensor configurations for each fusion approach. The purpose of this hybrid

architecture is to create a fusion system that is cost-effective, lightweight, adaptable, and resilient (in the event of a

sensor failure). It employs the FCNx algorithm, which improves road identification accuracy above benchmark
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models while preserving real-time efficiency in an embedded computer for autonomous vehicles. D. Jia et al.

  have presented a hybrid spatiotemporal fusion (STF) technique based on a deep learning model called the

hybrid deep-learning-based spatiotemporal fusion model (HDLSFM). With a minimum amount of input, the method

develops a hybrid framework for the reliable fusion of morphological and physiological data that explains the

physical material at the surface of the earth. To handle radiation discrepancies across various types of satellite

pictures, the suggested method combines a regressive deep-learning-based related radiometric normalization, a

deep-learning-based super-resolution, and a linear-based fusion. Using Fit-FC as a benchmark, the HDLSFM’s

propensity to predict phenological and land-cover change has been demonstrated. Meanwhile, HDLSFM is

immune to changes in radiation across different types of satellite images as well as the time interval between the

forecast and base dates, assuring its usefulness in the synthesis of fused time-series data.

Y. Wang et al.   have proposed a hybrid fusion strategy that takes into consideration the geographical and

semantic properties of sensor inputs concerning occurrences. To achieve this, the authors have used Cmage, an

image-based representation for both physical and social sensor data that describes the situation of certain visual

notions (e.g., “crowdedness” and “people marching”). The authors have proposed a fusion model that describes

sparse sensor information using a Gaussian process based on the acquired Cmage representation, which

combines multimodal event signals with a Bayesian method and integrates spatial links between the sensor and

social data. A. V. Malawade et al.  have proposed a selective sensor fusion framework, namely HydraFusion,

which learns to recognize the present driving environment and then combines the appropriate mix of sensors to

enhance robustness without sacrificing efficiency. HydraFusion is the first method to suggest dynamically shifting

between early fusion, late fusion, and combinations in between, so modifying both how and when fusion is used.

On the industry-standard Nvidia Drive PX2 AV hardware platform, the authors show that HydraFusion outperforms

early and late fusion techniques by 13.66 percent and 14.54 percent, respectively, without increasing computing

complexity or energy consumption. Both static- and deep-learning-based context identification algorithms are

proposed and evaluated by the authors.

Y. Zhao et al.  have proposed a hybrid spatial-temporal-spectral image fusion model (HSTSFM) for

simultaneously generating synthetic satellite data with high spatial, temporal, and spectral resolution (STSR), which

blends the high spatial resolution from the panchromatic image of the Landsat-8 Operational Land Imager (OLI),

the high temporal resolution from the multispectral image of the Moderate Resolution Imaging Spectroradiometer

(MODIS), and the high spectral resolution from the hyper-spectral image of Hyperion to produce high spatial–

spectral image fusion, high spatial–temporal image fusion, and high temporal–spectral image fusion, which are the

three fusion modules included in the proposed HSTSFM. To show the performance of the proposed technique, a

set of test data containing both phenological and land cover type changes in Beijing suburbs, China, are used. B.

Latreche et al.  have suggested an effective hybrid image fusion approach based on the integer lifting wavelet

transform (ILWT) and the discrete cosine transformer (DCT) that are suited for video streaming networks (VSNs).

There are two phases in the proposed fusion algorithm. To begin, the ILWT approximation coefficients (low

frequencies) are fused by using the variance as an activity level measure in the DCT domain. Second, the high-

frequency detail coefficients are fused using the best-weighted average based on the correlation between

coefficients in the ILWT domain. The suggested solution addresses information loss, computational complexity,
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time and energy consumption, and memory space due to integer operations in the ILWT domain. Extensive tests

have been carried out to show that the suggested method outperforms other picture fusion algorithms in the

literature, both intuitively and numerically.

X. Zhang et al.  have proposed a multi-focus image fusion benchmark (MFIFB), that includes a test set of 105

picture pairings, a code library of 30 MFIF algorithms, and 20 evaluation measures. MFIFB is the first MFIF

benchmark, providing a forum for the community to assess MFIF algorithms thoroughly. To understand the

performance of these algorithms further, extensive tests have been carried out utilizing the suggested MFIFB.

Effective MFIF algorithms are found by examining the experimental findings. More significantly, some remarks on

the current state of the MFIF field are provided, which might aid in a better understanding of this topic. D. Kaimaris

and A. Kandylas  have suggested an innovative mechanism to obtain multispectral image data using UAVs and

fuse them to improve the accuracy of the data. The photos from Parrot’s tiny multispectral (MS) camera Sequoia+

are examined at two ancient sites: a Byzantine wall (ground application) in Thessaloniki, Greece, and a mosaic

floor (aerial application) at the archaeological site of Dion, Greece. The camera obtains RGB and MS pictures at

the same time, which prevents image fusion, as is the case with the conventional use of panchromatic (PAN) and

MS images in satellite passive systems. Using the image fusion methods of satellite PAN and MS pictures, this

research shows that effective digital processing of the images (RGB and MS) of tiny MS cameras may result in a

fused image with a high spatial resolution that maintains a considerable proportion of the original MS image’s

spectral information. The great spectrum fidelity of the fused pictures allows for high-precision digital

measurements in ancient sites, such as precise digital item separation, area measurements, and recovery of

information not apparent with standard RGB sensors using MS and RGB data from tiny MS sensors. Reference 

has proposed a versatile hybrid fusion model to fuse infrared and visible image fusion models. They have used the

combined concepts of visibility enhancement and multiscale decomposition to fuse the images. Initially, the authors

proposed an effective preprocessing model followed by a decomposition model to decompose the information into

the layers of their customized CNN model. Further, they have integrated the concepts of a visual saliency

illumination map (VSIM) to retain the contrast information and enhance the fusion process. Reference  has

proposed a hybrid image fusion model to fuse medical images that exhibit multimodal characteristics. They have

used the dual combination of nonsubsampled contourlet transform (NSCT) and discrete wavelet transform

(DTCWT) approaches to fuse the images. The authors have used an advanced CNN model to create weight maps

to monitor the pixel movement of the images. Further, the authors have included an advanced comparison-based

method to convert the fusion mode to the appropriate coefficients required for the CNN model.

Since the research has extended its work by proposing a versatile GAN model to fuse all types of advanced image

data, the research has explored the contributions of researchers in image fusion using GAN models. Reference 

has proposed a novel hybrid image fusion model using GAN techniques called PAN-GAN. The author’s model is

used to fuse panchromatic images. The PAN-GAN model uses a separate adversarial mechanism that establishes

a bond with the discriminators to preserve the spectral and spatial information of the fused images. Similarly,

reference  has proposed an innovative fusion model, namely GAN-FM, which uses the GAN principle to fuse

infrared and visible images. The authors have designed a full-scale skip-connected generator along with

discriminators based on Markovian principles for extracting features at different scales and establishing a link with
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the generators to retain the contrast of the fused images. In yet another interesting study, reference  has

proposed an innovative hybrid image fusion model, namely THFuse, which uses GAN approaches to fuse infrared

and visible images. The authors have used advanced fusion strategies such as transformer and hybrid feature

extraction concepts to process both global and local image information. Reference  has proposed a versatile

image fusion model called mask deep fusion network for visible and infrared image fusion (MDFN). The authors

have proposed a novel mechanism to compute the weight score for every pixel to estimate the contributions of the

two input source images. This operation transfers valuable information from source to fused images, helping them

to retain their contrast. Reference  has suggested a hybrid image fusion model, namely the pair feature

difference guided network (FDGNet), to fuse multimodal medical images. The authors have proposed a weight-

guided mechanism to extract the features from complex medical images efficiently. Further, the authors have

introduced a factor, namely hybrid loss, composed of weight fidelity loss and feature difference loss to train the

network effectively.

Since this research focuses on the feature extraction process, detailed literature related to some of the proposed

image feature extraction methods is analyzed. This proposed research plans to extract four important image

features, namely color, edge, height, and width. In their recent publication, Li et al.  introduced a cutting-edge

generative adversarial network named MSAt-GAN. This novel model incorporates multiscale feature extraction and

deep attention techniques to merge infrared and visible images seamlessly. By utilizing three distinct fields for

feature extraction, the model enhances the accuracy of data fusion. Moreover, the deep attention mechanism

facilitates the extraction of multi-level features through spatial and channel attention, thus enabling effective data

fusion. Reference  in their work, have introduced a versatile fusion model called multi-exposure image fusion on

generative adversarial networks (MEF-GAN) with the aim of effectively fusing image data. The proposed model

consists of two components: a generator and a discriminator network, which are trained concurrently to form an

adversarial network. The generator is responsible for producing synthesized fused images that resemble the

source image, while the discriminator is trained to differentiate between the source image and the fake fused

images generated by the generator. This adversarial relationship helps to preserve data integrity and prevents

information loss in the fused image, ultimately leading to a fused image probability distribution that closely

approximates reality.

In their recent study, reference  proposed a robust fusion model called correlation-driven feature decomposition

fusion (CDDFuse) as an effective solution. The authors employed Restormer blocks to extract cross-modality

image features and seamlessly integrate them with an advanced convolutional neural network (CNN) model.

Additionally, Lite Transformer (LT) blocks were incorporated to extract low-level features. To establish the

correlation between low-frequency and high-frequency features, the authors introduced a correlation-based loss

factor. By leveraging the proposed LT model and invertible neural networks (INN), the authors successfully fused

the low- and high-frequency features, resulting in the generation of the fused image. Reference  in their recent

publication, introduced a multi-focus image fusion model that combines the principles of Transformers and an

advanced CNN model to fuse multimodal image data effectively. By incorporating both local information from the

CNN model and global information from the transformers, the accuracy of fusion is significantly improved.
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Furthermore, the authors proposed a feedback mechanism that maximizes the utilization of features, thereby

enhancing the performance of the networks in feature extraction.

3. Feature Extraction Models (Image Data)

P. Tiede et al.  have proposed a novel universal image feature extraction approach called variational image

domain analysis, which is used for a wide range of very long baseline interferometry (VLBI) image reconstructions.

Variational image domain analysis, unlike earlier methods, may be used for any image reconstruction, independent

of its structure. The authors’ approach gives clear ideas on how to extract salient image features such as color and

edge. Y. Liu, H et al.  have customized a CNN model to extract deep features of images related to food. The

CNN model, when paired with nondestructive detection techniques and a computer vision system, has great

potential for identifying and analyzing complex food matrices. CNN-based features outperform handmade or

machine-learning-based features. N. Liang et al.  have proposed a multi-view structural feature extraction

approach to provide a thorough characterization of spectral–spatial structures of various objects, which consists

mostly of the stages below. First, the original image’s spectral number is reduced using the minimum noise fraction

(MNF) approach, and then the local structural feature is extracted from the dimension-reduced data using a relative

total variation. The nonlocal structural characteristics from intra-view and inter-view are then produced using a

superpixel segmentation approach that takes into account the intra- and inter-similarities of superpixels. The final

picture characteristics for classification are formed by combining the local and nonlocal structural features. S.

Barburiceanu et al.  have presented a texture feature extraction approach with increased discriminating power

for volumetric pictures. The technique is used to classify textured volumetric data. The authors employ feature

vectors obtained from local binary patterns (LBP) and the gray-level co-occurrence matrix-based approach to

combine two complementing types of information. R. Ahmed Bhuiyan et al.  have provided a feature extraction

methodology for human activity recognition that is both efficient and low in dimension. The enveloped power

spectrum (EPS) is employed in this feature extraction approach to recover impulse components of the signal

utilizing frequency domain analysis, which is more robust and noise intolerant. For human activity recognition,

linear discriminant analysis (LDA) is utilized as a dimensionality reduction approach to extract the smallest amount

of discriminant characteristics from the envelope spectrum, human activity recognition (HAR). A multi-class support

vector machine (MCSVM) is used to recognize human activities using the derived characteristics. To extract robust

features, Bo do et al.   have used a stacked convolutional denoising autoencoder (SCDAE), which reduces

susceptibility to partially damaged data, or input data that are partially missing. Trial-and-error experiments were

used to optimize SCDAE parameters such as network depth, number of convolution layers, number of convolution

kernels, and convolution kernel size.

The analysis identified some gaps in both the explored image fusion models and feature extraction models.

Regarding image fusion, most of the referred image models do not produce better accuracy. A generic fusion

model to fuse all formats of data is missing. Most referred studies use the minimum dataset to evaluate their

models. Complicated operations such as image transformation (2D to 3D) and other image functionalities are not

transparent in many studies. Moreover, there are minimum contributions related to multispectral image fusion. Most
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of the referred models are complex and require advanced algorithms and techniques. There is a need for

developing computationally efficient fusion algorithms that can operate in real-time or near real-time scenarios

without sacrificing the quality of the fused images. Exploring techniques such as model compression, hardware

acceleration, and parallel processing can help bridge this gap.

Implementing and fine-tuning these models can be challenging, requiring significant computational resources and

expertise. Image fusion is a subjective task, and the quality of the fused image can vary depending on individual

preferences and application requirements. Most referred models involve multiple parameters and design choices,

making it difficult to determine an optimal fusion result that satisfies everyone. There is still room for exploring more

efficient and effective deep-learning architectures specifically designed for hybrid image fusion. Research should

focus on developing novel network architectures, attention mechanisms, and loss functions that can capture

complementary information from multiple input images and improve the fusion quality. Most models often lack

interpretability and explainability. It is challenging to understand the decision-making process and the contribution

of different input images in the fusion result. Further research is needed to develop techniques that can provide

insights into the fusion process, visualize the information fusion at different stages, and offer explanations for the

final fusion outcome.

Regarding the referred feature extraction models, most of the referred models are complicated and require high

computational costs. Most models depend on CPU utilization time and memory. Further, the feature detection

models depend on the experiences of the designer. Having the specified gaps as the point of motivation, this

research proposes a generic data fusion engine to fuse all formats of data and also proposes innovative strategies

to extract the salient features of image and audio data. Many feature extraction models are trained and optimized

for specific datasets or domains. However, there is a need for models that can generalize well across different

domains, such as medical imaging, natural images, satellite imagery, and more. Developing domain-agnostic

feature extraction models that can capture and represent diverse types of data effectively remains a challenge.

With the increasing demand for real-time and large-scale applications, there is a need for feature extraction models

that are efficient and scalable. Developing lightweight architectures and techniques for efficient feature extraction,

model compression, and hardware acceleration is an ongoing research direction to enable faster and more

resource-efficient feature extraction.

To address the identified gaps, this research introduces effective models for feature extraction that can extract

image features from all types of image data. Additionally, a hybrid image fusion model is proposed to fuse 2D and

3D multispectral image data. The research presents advanced projection and image transformation formulas to

enhance the efficiency of the image fusion process. However, the performance of the proposed hybrid image fusion

model is found to be unsatisfactory when applied to 3D point cloud data and when dealing with large image

datasets. To overcome these limitations, the research expands its scope by proposing an innovative image fusion

model that incorporates advanced concepts from the GAN (Generative Adversarial Network) model. This new

model performs various tasks, including advanced feature extraction to capture both spatial and spectral

information, as well as generator and discriminator modules to facilitate fusion tasks while preserving image quality.
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Customized kernel functions are introduced for the CNN (Convolutional Neural Network) layers to execute the

specified tasks.
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