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The knowledge of the emotions of children with Down Syndrome (DS) obtained through the analysis of their facial

expressions during an assisted therapy with dolphins using Artificial Vision and Deep Convolutional Neural Networks can

significantly contribute to the effectiveness of the therapy.  Understanding the emotional responses of DS children during

therapy sessions can provide valuable insights into their level of engagement, comfort, and overall well-being. This

information can help therapists and caregivers tailor the therapy sessions to meet the specific emotional needs of each

child, enhancing their overall experience and potentially improving therapeutic outcomes. 
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1. Introduction

An incidence of Trisomy 21 is estimated in the world to be between 1 in 1000 and 1100 newborns. In Mexico, according to

data from the General Directorate of Health Information (2018), there is an annual incidence of 689 newborns with

Trisomy 21 . Zhao et al. in , mention that Trisomy 21, known in society as Down Syndrome, is a disease of genetic

origin characterized by the presence of a third chromosome, in which it should be the 21st pair. The purpose of the current

study is to use artificial intelligence in favor of certain medical conditions through therapies that can be considered regular.

It is important to mention that patients with various pathologies not only resort to regular therapies but also to alternative

therapies, either herbal or assisted by animals, such as horses, dogs, and even dolphins. One of these alternative

therapies used in children with Down Syndrome is dolphin-assisted therapy, which is focused on reducing anxiety and

stress levels, as well as physical improvement. Dolphin-assisted therapy has been developed as an alternative treatment

for people with various physical disabilities and psychological disorders, such as Autism, Attention Deficit, Trisomy 21,

Spastic Cerebral Palsy, and Obsessive Compulsive Disorder. This therapy is aimed at complementing and reinforcing

existing therapies but does not replace them . Being a therapy aimed at people who have difficulties to communicate in

general, it is difficult to determine its level of effectiveness.

Emotions are part of human life, and although sometimes people try to hide them, they occur involuntarily; they are

reflected in microexpressions and macroexpressions. These facial expressions are very useful for a person with Trisomy

21 to communicate better, since they mostly use nonverbal communication . Facial emotions (FEs) are identified by

being either voluntary or nonvoluntary. Voluntary FEs can last between 0.5 to 4 s, and they also cover a large facial area

that can be perceived in the entire area of the image with very notable gestures, while the nonvoluntary FEs are

characterized by having small muscular movements with a very short duration, between 0.065 to 0.5 s, in a natural way in

a small facial area, demonstrating the emotions that are trying to be hidden .

In addition, artificial vision has become a great tool to develop a recognition algorithm, as it combines five tools from

computer science: (i) computer science concepts, (ii) digital image processing techniques and ideas, (iii) recognition of

patterns, (iv) artificial intelligence, and (v) computer graphics. Most machine vision tasks are related to the process of

obtaining information about events or descriptions from input scenes based on four main features:

Human vision;

Pattern recognition;

Computer science;

Signal processing.
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The knowledge of the emotions of children with Down Syndrome (DS) obtained through the analysis of their facial

expressions during an assisted therapy with dolphins using Artificial Vision and Deep Convolutional Neural Networks can

significantly contribute to the effectiveness of the therapy. Understanding the emotional responses of DS children during

therapy sessions can provide valuable insights into their level of engagement, comfort, and overall well-being. This

information can help therapists and caregivers tailor the therapy sessions to meet the specific emotional needs of each

child, enhancing their overall experience and potentially improving therapeutic outcomes. Additionally, monitoring and

tracking emotions throughout therapy can aid in identifying patterns or triggers that may impact the child’s progress,

allowing for timely adjustments in the treatment plan. Ultimately, having a deeper understanding of the emotions of DS

children during assisted therapy with dolphins can foster a more supportive and empathetic therapeutic environment,

promoting their emotional development and overall growth.

2. Artificial Intelligence for Facial Emotion Detection in Children

Nowadays, there is a wide variety of therapies that favor or promise to contribute to a much fuller development of children

with Down Syndrome (DS). These range from the most conventional, such as physiotherapy, occupational, and behavioral

therapy or speech therapy, which seek to correct oral and written communication disorders, mentioned by Esther Martín at

, to alternative therapies that turn out to be of more of a complementary nature to the conventional ones. Within the

latter are therapies with nutritional supplements, drugs, cells, or with animals, there are even therapies that seek healing

through rites of faith and prayer, all of which are described by Roizen in . This work is focused in depth on dolphin-

assisted therapies. Nowadays, there is a diverse range of therapies available for children with DS, including not only the

above-mentioned ones but also speech therapy, occupational therapy, physical therapy, and cognitive behavioral therapy.

These therapies aim to address various developmental challenges and enhance the overall well-being of children with DS.

Regarding the integration of artificial intelligence (AI) in these therapies, recent advancements have shown promising

potential. AI technologies, such as machine learning algorithms and natural language processing, are being used to

develop personalized therapy programs tailored to the specific needs and abilities of each child with DS. AI-based tools

can assist in speech and language assessment, provide real-time feedback during therapy sessions, and facilitate

interactive learning experiences. These innovative approaches have the potential to improve the effectiveness, efficiency,

and accessibility of therapies for children with DS, ultimately promoting their development and quality of life. By discussing

the different types of therapies used for children with DS and highlighting the role of AI in these therapies, people hope to

provide a comprehensive understanding of the evolving landscape of therapeutic interventions for this population.

Sampathila et al. in , propose an intelligent deep learning algorithm for identifying white blood cells that generate the

overproduction of lymphocytes in the human body’s bone marrow, leading to the development of acute lymphoblastic

leukemia. They aimed to detect this rare type of blood cancer in children at a very early stage due to the possibility of

patients being cured when this deadly disease is detected in time. The proposed algorithm uses microscopic blood smear

images as input data and is implemented using a convolutional neural network to predict which blood cells are leukemia

cells. The customized ALLNET model was trained and tested from available microscopic images as open-source data,

achieving 96% accuracy, 96% specificity, 96% sensitivity, and a 95% F1-Score for this classifier. This intelligent method

can be applied during prescreening to detect leukemia cells during complete blood count and peripheral blood analysis.

Krishnadas et al. in , applied YOLOv5 and YOLOv4 scaled models for automated detection and classification of types of

malaria parasites and their progression stage in order to generate a faster and more accurate diagnosis for patients; the

authors use a set of microscopic images of parasitized red blood cells, as well as another set of images to train the model.

The YOLOv4 model had 83% accuracy and the YOLOv5 model achieved 79% accuracy. Both models can support doctors

in a more accurate diagnosis of malaria and in predicting its stage. Chadaga et al. in , conduct a systematic literature

review regarding artificial intelligence (AI) models for accurate and early diagnosis of monkeypox (Mpox), selecting 34

studies with the following thematic categories: Mpox diagnostic tests, epidemiological modeling of infection spread by

Mpox, drug and vaccine discovery, and media risk management. The authors explained the detection of Mpox using AI

and categorized machine learning and deep learning applications to mitigate Mpox. And Chadaga et al. in  developed a

decision support system using machine learning and deep learning techniques, such as deep neural networks and one-

dimensional convolutional networks, to predict a patient’s COVID-19 diagnosis by applying clinical, demographic, and

blood markers, supporting the results of the standard RT-PCR test. Additionally, the authors applied explainable artificial

techniques such as Shapley additive values, ELI5, interpretable local model explainer, and Qlattice, resulting in a stacked

multilevel model with 94% accuracy, 95% recall, a 94% F1-Score, and a 98% AUC. The models proposed by these

authors can be used as a decision support system for the initial detection of coronavirus patients, streamlining medical

infrastructure.
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Fraiwan et al. in , evaluates human emotions with significant benefits in numerous domains, including medicine. A

machine learning model is developed in order to estimate the level of enjoyment and visual interest experienced by

individuals while engaging with museum content, for instance. The model takes input from 8-channel

electroencephalogram signals, which are processed using multiscale entropy analysis to extract three features: mean,

slope of the curve, and complexity index (i.e., area under the curve). In addition, this scheme reduces the number of

features using principal component analysis without a noticeable loss of precision. In this research, the potential of

leveraging electroencephalogram signals and machine learning techniques to accurately estimate human enjoyment and

visual interest is demonstrated, thereby contributing to the advancement of emotion evaluation in various fields. Shehu et

al. in , employ a residual neural network (ResNet) model to propose an adversarial attack-resistant approach for

analyzing emotion in facial images using landmarks, specifically addressing the detection of small changes in the input

image. Their findings demonstrate a decrease of up to 22% in vulnerability to attacks and significantly reduced execution

time compared with the ResNet model. Ngoc et al. in , propose a graph convolutional neural network that utilizes

landmark features for facial emotion recognition, called a directed graph neural network. Nodes in the graph structure

were defined by landmarks, and the edges in the directed graph were built to capture emotional information through the

inherent properties of faces, such as geometric and temporal information. To address the vanishing gradient problem, the

authors employed a stable form of temporal block in the graph framework, and their approach proved effective when

fused with a conventional video-based method. The proposed method achieved advanced performance on the CK+ and

AFEW datasets, with accuracies of 98.47% and 50.65%, respectively. Chowdary et al. in , use pretrained networks,

including ResNet50, VGG19, Inception V3, and MobileNet, to recognize emotions using facial expressions in order to

address the problem. To achieve this, the authors remove the fully connected layers of the pretrained ConvNets and add

their own fully connected layers, which are suitable for the number of instructions to be performed. The newly added

layers can only be trained to update the weights, resulting in an accuracy of 96% for the VGG19 model, 97.7% for the

ResNet50 model, 98.5% for the Inception V3 model, and 94. 2% for the MobileNet model. Kansizoglou et al. in ,

generate two Deep Convolutional Neural Network models to classify emotions online, using audio and video modalities for

responsive prediction when the system has sufficient confidence. The authors cascade a long short-term memory layer

and a reinforcement learning agent, which monitors the speaker, to carry out the final prediction. However, each learning

architecture is susceptible to highly unbalanced training samples, so the authors suggest the usage of more data for

highly misclassified emotions, such as fear. Finally, Kansizoglou et al. in , develop a human–robot interaction system,

where a robot gradually maps and learns the personality of a human by conceiving and tracking individual emotional

variations throughout their interaction. Facial landmarks of the subject are extracted, and a suitably designed deep

recurrent neural network architecture is used to train the model.
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