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Cervical cancer ranks among the top causes of death among females in developing countries. The most important

procedures that should be followed to guarantee the minimizing of cervical cancer’s aftereffects are early

identification and treatment under the finest medical guidance. 

cervical cancer  cancer prediction

1. Introduction

Cervical cancer is a form of cancer that arises in the cells of the cervix, the lower region of the uterus that connects

to the vagina. Typically, cervical cancer is initiated by an infection resulting from human papillomavirus (HPV), a

sexually transmitted infection. HPV is a prevalent virus capable of inducing abnormal alterations in cervical cells,

which, if left untreated, can potentially progress into cancer .

Cervical cancer is ranked as the third leading cause of death for women, following breast cancer  and lung

cancer. Unfortunately, it is commonly believed that cervical cancer remains incurable in advanced stages.

However, significant progress has been made recently to improve the detection rate of the disease by using

imaging techniques. Based on statistics provided by the World Health Organization (WHO), cervical cancer ranks

as the fourth most prevalent cancer worldwide. In 2018 alone, around 570,000 new cases were documented,

constituting 7.5% of all female cancer-related fatalities . Out of the reported 311,000 annual deaths attributed to

cervical cancer, approximately 85% occur in countries with lower- and middle-income economies. Timely detection

of cervical cancer plays a crucial role in preserving lives. Women with HIV face a six-fold higher risk of developing

cervical cancer compared to those without HIV, and it is estimated that 5% of all cervical cancer cases are

associated with HIV. Several factors contribute to the effectiveness of screening, including access to equipment,

consistent screening tests, adequate supervision, and the identification and treatment of detected lesions .

Cervical cancer can be categorized into two main types: squamous cell cancer, which accounts for 70–80% of

cases, and adenocarcinoma, which originates from glandular cells responsible for producing cervical canal mucus.

Although squamous cell carcinoma is more common, the occurrence of adenocarcinoma has been on the rise in

recent years, now accounting for 10 to 15% of uterine cancers. Detecting adenocarcinoma through screening

presents greater challenges as it develops in the cervical canal rather than the cervix itself. However, the treatment

approaches for both types of cancer are similar . The primary cause of cervical cancer is human papillomavirus

(HPV), particularly high-risk types. Several risk factors can increase the likelihood of developing cervical cancer in
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women infected with HPV. These factors include smoking, early sexual activity, multiple sexual partners, genital

herpes infection, a weakened immune system, lower socioeconomic status, poor genital hygiene, and a higher

number of childbirths . Symptoms of cervical cancer can vary depending on the tumor’s size and the stage of

the disease. However, the challenge lies in the pre-cancerous stage, as it often lacks noticeable symptoms and is

typically detected incidentally during routine annual check-ups. In advanced stages, approximately 90% of cases

present clear symptoms, with irregular vaginal bleeding being the primary symptom associated with cervical

cancer.

The process of cervical cancer screening often involves a gynecological examination, which can be painful 

and uncomfortable  for patients. The discomfort experienced during the examination can result in delays or

avoidance, which hinders early diagnosis. Additionally, inadequate public health policies in developing nations

contribute to low rates of cervical cancer screening. As a result, the mortality rate in these countries is 18 times

higher , with approximately nine out of 10 deaths related to cervical cancer transpiring in low-income countries

. Considering that early-stage cervical cancer has relatively high survival rates, reaching up to 90% over a 5-

year period , it is imperative to improve cervical cancer screening rates. However, screening rates differ between

countries, with higher rates observed in developed countries  and alarmingly low rates in developing nations.

A range of preventive measures are implemented to combat cervical cancer; however, relying solely on screening

tests is insufficient. The timely detection of cervical cancer in its early stages is vital for preventing deaths caused

by invasive cervical cancer. Presently, computer vision, machine learning (ML) , artificial intelligence (AI) ,

and deep learning (DL) techniques  are extensively utilized in disease detection . ML models, in particular,

have garnered considerable interest due to their ability to swiftly identify specific diseases . By employing

various preprocessing techniques such as data cleaning, dimensionality reduction, and feature selection on the

disease dataset, ML algorithms can be applied to achieve precise and accurate results. These analyzed outcomes

can aid medical professionals in swiftly diagnosing diseases and providing optimal treatments to patients.

2. Prediction of Cervical Cancer

Machine learning (ML)  is an extraordinary tool that finds application in numerous domains, extending to the

identification and diagnosis of diseases in diverse animal and plant species. In recent years, numerous ML models

have been developed and utilized to enhance research efforts and expedite progress in specific areas of interest.

Machine and deep learning models are used for different types of medical diagnoses like breast cancer , Lung

cancer , endoscopy , and many others. CT images are the most accurate dataset for image-based medical

diagnosis . Some other research works make use of deep learning models for cross-domain work like

image-captioning , drowsy driver detection , and neural stem differentiation . CNN applications are also

extended to mirror detection with visual chirality cue . In a research study conducted by Kalbhor et al. , the

discrete cosine transform (DCT) and discrete wavelet transform (DWT) were employed to extract features. To

effectively reduce the dimensionality of these features, the fractional coefficient approach was utilized. The reduced

features were then utilized as input for seven machine learning classifiers to differentiate between various
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subgroups of cervical cancer. The study achieved an accuracy of 81.11%. Devi and Thirumurugan  conducted

another study where they utilized the C-means clustering algorithm to segment cervical cells. Texture features,

including the Gray-Level Co-occurrence Matrix (GLCM) and geometrical descriptors, were extracted from these

cells. To reduce the dimensionality of the extracted features, principal component analysis (PCA) was employed.

Subsequently, the K-nearest neighbors (KNN) algorithm was utilized to classify the cervical cells, resulting in an

accuracy of 94.86%.

In their study, Alquran et al.  focused on the classification of cervical cancer using the Harvel dataset. They

combined deep learning (DL) with a cascading support vector machine (SVM) classifier to achieve accurate

results. By integrating these techniques, they successfully classified cervical cancer into seven distinct categories

with an impressive accuracy of up to 92%. In their research, Kalbhor et al.  introduced an innovative hybrid

technique that combined deep learning architectures, machine learning classifiers, and a fuzzy min–max neural

network. Their approach focused on the feature extraction and classification of Pap smear images. The

researchers utilized pre-trained deep learning models, including AlexNet, ResNet-18, ResNet-50, and GoogleNet.

The experimental evaluation was conducted using benchmark datasets, namely, Herlev and Sipakmed. Notably,

the highest classification accuracy of 95.33% was achieved by fine-tuning the ResNet-50 architecture, followed by

AlexNet, on the Sipakmed dataset.

Tanimu et al.  conducted a study focusing on the identification of risk factors associated with cervical cancer

using the decision tree (DT) classification algorithm. They utilized recursive feature elimination (RFE) and least

absolute shrinkage and selection operator (LASSO) feature selection techniques to identify the most important

attributes for predicting cervical cancer. The dataset used in the study had missing values and exhibited a high

level of imbalance. To address these challenges, the researchers employed a combination of under and

oversampling techniques called SMOTETomek. The results demonstrated that the combination of DT, RFE, and

SMOTETomek achieved an impressive accuracy score of 98.72%. Quinlan et al.  conducted a comparative

analysis to assess different machine learning models for cervical cancer classification. The dataset used in their

study exhibited class imbalance, requiring a solution to address this issue. To mitigate the class imbalance

problem, the researchers employed the resampling technique called SMOTE-Tomek in combination with a tuned

Random Forest algorithm. The results demonstrated that the Random Forest classifier with SMOTE-Tomek

achieved a remarkable accuracy score of 99.69%.

Gowri and Saranya  proposed a machine learning framework for accurate cervical cancer prediction. Their

approach involved the utilization of DBSCAN and SMOTE-Tomek to identify outliers in the dataset. Two prediction

scenarios were conducted: DBSCAN + SMOTE-Tomek + RF and DBSCAN + SMOTE + RF. The research findings

demonstrated that the DBSCAN + SMOTE + RF approach achieved an impressive accuracy rate of 99%. Abdoh et

al.  proposed a cervical cancer classification system that utilized the Random Forest (RF) classification

technique along with the synthetic minority oversampling technique (SMOTE) and two feature reduction methods:

recursive feature elimination and principal component analysis (PCA). The experiment utilized a dataset containing

30 features. The study investigated the impact of varying the number of features and found that using SMOTE with

RF and all 30 features resulted in an impressive accuracy of 97.6%.
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Ijaz et al.  proposed a data-driven system for the early prediction of cervical cancer. Their approach incorporated

outlier detection and the SMOTE oversampling method. The classification task was performed using the random

forest algorithm in combination with Density-Based Spatial Clustering of Applications with Noise (DBSCAN).

Results of their study showed that the DBSCAN + SMOTE-Tomek + RF approach achieved an impressive

accuracy score of 97.72% when applied to a dataset with 10 features. Jahan et al.  presented an automated

system for the detection of invasive cervical cancer. Their research focused on comparing the performance of eight

different classification algorithms in identifying the disease. The study involved selecting various top feature sets

from the dataset and employed a combination of feature selection techniques, including Chi-square, SelectBest,

and Random Forest, to handle missing values. Notably, the MLP algorithm achieved an impressive accuracy of

98.10% when applied to the top 30 features. Mudawi and Alazeb  introduced a comprehensive research system

consisting of four phases for the prediction of cervical cancer. Their study involved utilizing various machine

learning models such as logistic regression (LR), random forests (RF), decision trees (DT), k-nearest neighbors

(KNN), Gradient Boosting Classifier (GBC) Adaptive Boosting, support vector machines (SVM), and XGBoost

(XGB). The findings revealed that SVM achieved an impressive accuracy score of 99% in the prediction task.

Through an extensive literature survey, it has been observed that various existing approaches have demonstrated

favorable performance in predicting cervical cancer across different datasets. Nevertheless, researchers have

utilized various optimization techniques to improve performance metrics such as accuracy, precision, and recall. 
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