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The integration of a P300-based brain-computer interface (BCI) into virtual reality (VR) environments is promising for the

video games industry. However, it faces several limitations, mainly due to hardware constraints and limitations

engendered by the stimulation needed by the BCI. The main restriction is still the low transfer rate that can be achieved by

current BCI technology, preventing movement while using VR. Adventure and simulation games, appear to be the best

candidates for designing an effective VR game enriched by BCI technology.
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1. Introduction

A video game can be defined as “a mental contest, played with a computer according to certain rules, for amusement,

recreation, or winning a stake”.  It has also been defined briefly as “story, art, and software”.  Sometimes, for example,

in serious games, amusement is not the main goal. However, to date, amusement still plays a major role in the video

game industry. Although by different means, virtual reality (VR) and brain-computer interface (BCI) are both excellent

candidates for enhancing the possibilities of entertainment and satisfaction in video games. Indeed, both enhance

immersion and it is a common belief that this encourages the amusement feeling. The concept of immersion was defined

in Brown and Cairns,  observing that everybody may enjoy a game with immersion, even if the gaming control seems to

play the main role in the user’s enjoyment. According to Zyda,  this immersion feeling is created by computer graphics,

sound, haptics, affective computing, and advanced user interfaces that increase the sense of presence. Virtual reality

refers to a collection of devices and technologies enabling the end-user to interact in 3D , e.g., spatialized sounds and

haptic gloves (for example Dexmo, Dexta Robotics, Shenzhen, China). Steuer  emphasizes the particular type of

experience that is created by VR. Such experience is named telepresence, defined as the experience of presence in an

environment by means of a communication medium,  joining the concept of presence.  A BCI can also enhance the

feeling of presence in the virtual world since it can replace or enhance mechanical inputs. According to Brown and Cairns,

 immersive games are played using three kinds of inputs: visual, auditory, and mental; since a BCI may transform

‘mental’ signals into input commands, such an interface may play a unique role in the mentalization process involved in

the feeling of immersion. However, considering the limitations of a BCI system (to be analyzed later), it is still not clear to

what extent current BCI technology may improve immersion. As pointed out by Brown and Cairns,  “engagement, and

therefore enjoyment through immersion, is impossible if there are usability and control problems”.

An element of amusement derives from the originality and futuristic aspect of BCI technology as compared to other

traditional inputs, like a mouse, a joystick, or a keyboard. Nonetheless, as it often happens in the technological industry,

BCI technology risks being dropped by the public if the improvement it brings is not worthwhile compared to the effort

needed for its use. Virtual reality has already enjoyed the “wow-factor” and VR systems tend to be employed nowadays in

commercial events especially for raising this effect (Feel Wimbledon by Jaguar, Coca Cola’s Santa’s Virtual Reality Sleigh

Ride, McDonald’s Happy Meal VR Headset, and Ski App, Michelle Obama’s VR Video, XC90 Test Drive by Volvo, etc.)

(http://mbryonic.com/best-vr/). The “wow-factor” is defined in the Cambridge dictionary as “a quality or feature of

something that makes people feel great excitement or admiration”, and was previously studied in the domain of marketing

or education . The recent development of dedicated VR headsets, that is, head-mounted-devices (HMDs, e.g., the

Oculus, Facebook, Menlo Park, CA, USA; HTC Vive, HTC, Taoyuan, Taiwan; Google Cardboard, Google, Mountain View,

CA, USA) has paved the way to the commercialization of combined BCI+VR technology. Indeed, HMDs provide an

already build-in structure that can support the embedding of EEG (electroencephalography) electrodes, which are needed

for the BCI. The Neurable Company (Cambridge, MA, USA) has recently announced a product combining an HTC Vive

(Taoyuan, Taiwan) with an EEG cap. The company claims to develop an everyday BCI and successfully raised 6 million

dollars for this purpose (https://www.forbes.com/sites/solrogers/2019/12/17/exclusive-neurable-raises-series-a-to-build-an-

everyday-brain-computer-interface/). The HTC Vive (Taoyuan, Taiwan), as well as other HMDs such as the SamsungGear
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(Samsung, Seoul, Korea) or the Oculus Quest (Facebook, Menlo Park, CA, USA), use inboard electronics, thus herein we

refer to them as active devices. On the contrary, passive HMDs consist of a simple mask with lenses in which a

smartphone is inserted (Figure 1). Passive HMDs are particularly promising for the BCI+VR field since they are very

affordable and smartphones are nowadays ubiquitous. In addition, passive HMDs, like SamsungGear and Oculus Quest,

are easily transported since they do not require the use of additional materials, such as personal computers or external

sensors.

Figure 1. The SamsungGear HMD (a) can be used in passive mode (inserting a smartphone without plugging it into the

mask through the micro-USB port) or active mode (with on-board electronic, mainly the gyroscope, supplied through the

micro-USB port). The Neurable headset (b) combines EEG with the HTC Vive (c), an active VR headset linked to a

powerful computer. The Oculus Quest (d) is an active device that offers similar functionalities to the HTC Vive without the

need for external sensors, thus it is easily transported.

Prototypes of BCI-based video games already exist.  They are mainly based on three BCI

paradigms: the steady-state-evoked-potential (SSVEP), P300 event-related potentials (ERP), and mental imagery (MI).

The first two necessitate sensorial stimulation of the user, usually visual, and are defined as synchronous because the

application decides when to activate the stimulation so that the user can give a command.  In this article, we focus on

P300-based BCIs. As compared to MI-based BCIs, P300-based BCIs require a shorter training, achieve a higher

information transfer rate (amount of information sent per unit of time), and allow a higher number of possible commands.

 As compared to SSVEP-based BCIs they feature a lower information transfer rate. However, the flickering used for

eliciting SSVEPs is annoying and tiring, besides presenting an increased risk of eliciting epileptic seizures.  Modern

P300-based BCI was introduced in 1988 by Farwell and Donchin as a means of communication for patients suffering from

the ‘locked-in’ syndrome.  They were probably influenced by the prior work of Vidal, who proposed in the ’70s a

conceptual framework for online ERP-based BCI,  coining, by the way, the expression brain-computer interface.

P300-based BCIs are based on the so-called oddball paradigm. The oddball paradigm is an experimental design

consisting of the presentation of discrete stimuli successively; most are neutral (non-TARGET) and a few (rare) are

TARGET stimuli.  In the case of P300-based BCI, items are flashed on the screen, typically in groups. A sequence of

flashes covering all available items is named a repetition. The goal of the BCI is to analyze the ERPs in one or more

repetitions to individuate which item has produced a P300, a positive ERP that appears around 300–600 ms after the item

the user wants to select (TARGET) has flashed. The typical accuracy of P300-based BCIs has risen over the past years

from about around 75% after 15 repetitions of flashes  to around 90% after three repetitions using modern machine

learning algorithms based on Riemannian geometry.   In practice, this means that at least one second is

necessary for such BCI to issue a command, but more may be needed to issue reliable commands.

We anticipate that the integration of BCI in VR games thanks to the development of integrated HMD-EEG  devices

will foster the acceptance of this technology by both the video game industry and gamers, thus pushing the technology

into the real world. The development of a concrete application for the large public faces several limitations, though. In the

domain of virtual reality, motion sickness appears to be one of the most severe limitations. However, this limitation seems

relatively weak in comparison to those risen by the BCI system. Above all, BCIs are often unsightly, and the electrodes are

not easy to use. Also, users in virtual reality may move a lot and this jeopardizes the quality of the EEG signal.

2. Type of Game Recommendations

Marshall and al.  studied the possible applications of BCI technology depending on the type of game. In the following,

we review the recommendations given by these authors.

Real-Time Strategy (RTS) games are too complex and need continuous control, thus P300 does not suit them. In RTS

games, P300 can still be used if restricting it to non-critical control aspects. Generally, however, strategy games are not
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particularly adapted to the VR context, as only 7% of VR games are of this kind (Figure 2a). For these games, the

recommendation is to have a third-person point of view. For example, the player’s avatar controls a map representing

the game field and this map is an object in a virtual room. Although it is not a strategy game, MOSS (Polyarc, Seattle,

WA, USA) illustrates the use of a third-person point of view in VR.

Roleplay games (RPG) are also problematic for P300-based BCI because of their complexity. The general

recommendations are the same as for RTS. The RPG should be turn-based and the BCI should be restricted to minor

aspects of the game. An example is “Alpha wow”,  where the user’s mental state is used to change the avatar’s

behavior in the virtual world.

Action games are the most popular type of game employing BCI technology. This is surprising since action games

often include fast-moving gameplay. For this reason, the use of BCI is not recommended in action games without

adaptation.

Sports games meet the same requirements as action games.  They often require fast-moving gameplay and

continuous control. Therefore, we do not recommend the use of BCI for sport games without adaptation, such as the

one given as an example in Table 1. In VR, sports games represent a moderate percentage of the games (9%, Figure

2a).

Puzzle games are very well suited for P300-based applications. They should be turn-based, allowing users to make

simple choices at their own pace. The use of existing popular puzzles helps players because they are already familiar

with the game’s rules. However, the problem is the same as for strategy games and board games in general, i.e., it is

not very useful to adopt a 3D perspective with a board game (puzzle games represent only 2% of VR games—Figure

2a). We suggest the use of the same workaround as for strategy games and to use a third-person point of view. In such

a scenario, puzzle games may be presented as a board game inside a virtual room. Another idea is to design a puzzle

in 3D allowing the player to move the pieces in all directions (and, why not, to move inside the puzzle itself).

Adventure games are well suited for P300-based BCIs, if the player is given a set of limited options within a given time. 

Simulation games (for training or education purposes for example) are also well suited for P300-based BCI, especially

in the case of management simulation. Simulation games should feature slow gameplay, allowing the player to adjust

and learn how to control the BCI. In addition, simulation games are not based on “score”. Therefore the player can

relax and obtain better performance using BCI control 

Furthermore, we should consider the means of interactions with the VE, that is, tracking of the user’s movements in a

room or use of traditional inputs (joystick, mouse, keyboard) while sitting. Indeed, room-scaled VR games seem less

suitable for BCI, as rotating the head or walking through the game area could perturb the EEG signal due to muscular

artifacts or swinging of the electrode cables (as exposed in Section 3.2). However, it could be challenging to design a VR

game using traditional inputs. Indeed, according to the Steam Platform (Valve Corporation, Bellevue, WA, USA), a

ubiquitous offering platform for games, only 13% of VR games are played on a chair with a keyboard or a mouse.

In conclusion, the P300 paradigm suits well turn-based strategy games (board games such as chess or some PC game

as Civilization or Heroes of Myths’ and Magic). Adventure and simulation games appear to be the most adapted types of

games for a BCI-VR game (Figure 2b), provided that they implement slow-game play and restrict the player’s movements.

Non-surprisingly, the over-representation of adventure and simulation in VR games has not changed since our first

investigation in 2017,  outlining a stable interest of the general public for this type of game. Interestingly, independent

studios are very well represented in the VR versus PC and console industry. In our opinion, this can be explained by (1)

the early integration of VR into game editors such as Unity 3D (Unity, San Francisco, CA, USA) or Unreal Engine (Epic

Games, Cary, NC, USA) and (2) a more willing to experiment new technologies (https://www.vrfocus.com/2020/05/why-

now-is-the-time-for-aaa-studios-to-consider-vr/; https://labusinessjournal.com/news/2015/jun/17/independent-virtual-

reality-studios-benefit-early-/).
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Figure 2. Benchmark of the type of game in VR and BCI. (a) The repartition of VR games by type according to the Steam

Platform (Valve Corporation, Bellevue, US) – see https://store.steampowered.com/search/?

tags=597&category1=998&vrsupport=402. (b) Classification of the different types of games in regard to the previously

exposed recommendations, and their representation in the VR market. The color code indicates either the type of game is

suitable for VR or BCI. The suitability for VR or BCI increases from right to left.
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