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High-entropy alloys (HEAS) have attracted worldwide interest due to their excellent properties and vast
compositional space for design. However, obtaining HEAs with low density and high properties through
experimental trial-and-error methods results in low efficiency and high costs. Although high-throughput calculation
(HTC) improves the design efficiency of HEAs, the accuracy of prediction is limited owing to the indirect correlation
between the theoretical calculation values and performances. Machine learning (ML) from real data has attracted

increasing attention to assist in material design, which is closely related to performance.

artificial intelligent design high-entropy alloy machine learning

| 1. Introduction

The concept of high-entropy alloys (HEAs) has been raised by Cantor X and Yeh [& since 2004. HEAs usually
consist of four or five elements with atomic percentages (at.%) that are equal or nearly equal. Usually, the atomic
fraction of each component is greater than five percent . Their configurational entropy of mixing is high which is
beneficial for the formation of the solid-solution phase . They mainly possess Face-Centered Cubic (FCC), Body-
Centered Cubic (BCC), and Hexagonal Close-Packed (HCP) structures 2. Unlike conventional alloys, the complex
compositions of HEAs lead to exceptional effects. HEAs usually exhibit outstanding physical and chemical
properties, i.e., high mechanical properties, superior fatigue and wear resistance, good ferromagnetic and
superparamagnetic properties, and excellent irradiation and corrosion resistance, etc. BIZBIEIL0  ysing optimized
composition design, a lighter density and better performance of HEAs can be obtained to achieve the purpose of
lightweight HEAs 4. However, due to the flexible compositions and ample performance tuning space, obtaining
HEAs with low density and high properties solely through experimental trial-and-error methods requires a

substantial investment of time and labor, resulting in low efficiency and high costs.

In recent years, the use of a computer-assisted design method has made significant progress in the field of HEAs.
High-throughput calculation (HTC) is one promising computer-assisted design method, which is characterized by
concurrent calculations and an automated workflow, enabling efficient computations for tasks at a high scale, rather
than sequentially processing multiple tasks 1. It initially focuses on the quantum scale, effectively meeting the
demand for expediting the discovery of new materials and exceptional performance. In recent years, the concept of
HTC has been applied to micro-thermodynamic scales, becoming a rapid method for obtaining phase information
in metal structural materials 2. High-throughput first-principles calculations and thermodynamics calculations are

two main technologies of the HTC methods. High-throughput first-principles calculations, which do not rely on
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empirical parameters, can predict material property data by inputting element types and atomic coordinates 13!,
They play an indispensable role in understanding and designing target materials from a microscopic perspective
and enable the quantitative prediction of composition optimization, phase composition, and the structure—property
relationship of materials. High-throughput first-principles calculations demonstrate specific roles and advantages
for three aspects of HEAs: (1) the accurate construction of long-range disordered and short-range ordered
structures; (2) the precise prediction of the stability of HEA phases; (3) the accurate calculation of the mechanical
properties of HEAs 4], The process of screening HEAs based on high-throughput thermodynamics calculations
combines equilibrium calculations with non-equilibrium Scheil solidification calculations 2. Using high-throughput
calculation to predict the melting point, phase composition, and thermodynamic properties of HEAs after
processing, it rapidly obtains the alloy composition space that satisfies criteria such as the melting point and phase
volume fraction 18, This assists in the quick analysis of effective alloy compositions, reducing the frequency of
experimental trial and error. High-throughput thermodynamics calculations demonstrate specific functions and
advantages in three ways: (1) the accurate acquisition of the phase diagrams and thermodynamic properties of
HEAs; (2) the rapid retrieval of key microstructural parameters for HEAs; (3) the implementation of cross-scale
analysis 22, However, HTC technology mainly uses the theoretical calculation values such as phases, melting
points, and various energies as data sources. Although the amount of data used in HTC calculation is huge, the
direct correlation with the performance of HEAs and the accuracy of performance prediction are far from
satisfactory. Therefore, the current HTC method can only be used as a reference criterion for HEA design. A certain

number of experiments are still needed to verify the accuracy of the HTC design results.

In the past decade, the rapid ascent of artificial intelligence (Al) has brought a transformative revolution 2. This
revolution has not only fundamentally reshaped various domains of computer science, including computer vision
and natural language processing, but has also made a significant impact on numerous scientific fields, including
materials science. Al success comes from its ability to comprehend complicated patterns, and these complicated Al
models and algorithms can be systematically refined through learning from real data, which is closely related to
performance (8. This capability is further enhanced by the availability of computational resources, efficient
algorithms, and substantial data collected from experiments or simulations. The exponential increase in relevant
publications is indicative of this trend. In essence, with a sufficiently large dataset of high quality, Al can effectively
capture the intricate atomic interactions through standard procedures of training, validation, and testing 19,
Additionally, Al models and algorithms can identify non-linear structure—property relationships, which are
challenging to determine through human observation 29, These attributes position Al as an effective tool to tackle
the challenges associated with the theoretical modeling of materials 21, Machine learning (ML) is one of the most
important technologies used for the Al design of materials (221, This method, based on comprehensive experimental
and theoretical studies, enables rapid data mining, revealing underlying information and patterns, and accurately
predicting material properties for target material selection 28, However, a small number of datasets becomes a key
issue in HEA design, leading to high requirements for accuracy and the generalization ability of ML models and

algorithms.

| 2. Machine Learning (ML) in HEA Design
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ML is a multidisciplinary field involving probability theory, statistics, approximation theory, and algorithmic
complexity theory (24, The concept of ML, first introduced by Samuel in 1959, has evolved into a cross-disciplinary
field spanning computer science, statistics, and other fields. Due to its efficient computational and predictive
capabilities, ML has been gradually applied in materials science research 23, In recent years, ML has gained
widespread attention and demonstrated outstanding capabilities in the development of new materials and the
prediction of material properties in the field of materials science [28. A notable example is the 2016 article published
in Nature, titled “Machine-learning-assisted materials discovery using failed experiments”, which successfully
predicted chemical reactions and the formation of new compounds by mining a large dataset of failed experimental

data, further fueling the momentum of research related to the application of ML to materials [ZZ],

With an in-depth understanding of the concept of materials engineering, ML has found extensive applications in the
design, screening, and performance prediction and optimization of materials (28, Data-driven methods significantly
expedite the research and development process, reducing time and computational costs. Whether on the micro or
macro scale, this approach can be applied to new material discovery and the prediction of material properties in the

field of materials science.

The discussion on the rules of phase formation has always accompanied the research on HEAs. The role of
phases has been crucial in the design of HEAs. In the design strategy of HEAs, predicting the composition and
phase stability of unknown alloy components is an essential aspect 22, Widely used descriptors for phase
prediction include entropy of mixing, enthalpy of mixing, elastic constants, melting temperature, valence electron
concentration, electronegativity, etc. 29, As research advances, the development involves utilizing differentiating
alloy elemental contents as inputs or various combinations of the intrinsic properties of monatomic elements such
as their physical and mechanical features. Examples of these features include atomic radius difference, valence
electron count, configuration entropy, mixing enthalpy, etc. By directly modeling, relationships between the element

combinations and phase formation can be obtained.

Besides phase formation, exploring the relationship between the compositions and properties of HEAs is also an
essential task. By establishing a correlation model between feature parameters and properties such as strength, it
is possible to achieve the rapid prediction of material performance based on chemical composition. This method,

supplemented by a substantial amount of experimental data, offers valuable guidance for alloy composition design.

| 3. Common ML Models and Algorithms in HEA Design

So far, commonly used ML models and algorithms in HEA design include neural networks (NNs) [1132][33][34](35][36]
[S7ISEI[20140N[411[42][43] sypport vector machine (SVM) [24IASI46IAT]48I49NS051I52I(53154], Gaussian process (GP) B85

BOILTIBEILE061] | k-nearest neighbors (KNN) B2I631641651[66] and random forests (RFs) models and algorithms 67
[68] etc.

3.1. Neural Networks (NNs)
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NNs are computational models and algorithms inspired by the structure of the human brain 2. The basic units of a
NN are neurons, which simulate the connections and information transmission between biological neurons (Z9],
They are organized into layers such as the input layer, hidden layer, and output layer 2. Each neuron receives
inputs from neurons in the previous layer, applies weights to these inputs, and then produces an output through an
activation function 2. This output serves as the input for neurons in the next layer. By adjusting the weights of
connections, the NNs can learn and adapt to patterns in the input data, enabling it to perform tasks such as
learning and prediction. NNs have achieved significant success in areas such as image recognition, natural
language processing, and speech recognition, demonstrating powerful performance in various applications.
However, the data requirement of NN models and algorithms is huge.

J. Wang et al. 8] developed ensemble NN models and algorithms to test input data in order to design HEAs with a
higher yield strength (YS) and ultimate tensile strength (UTS). They collected 501 data points from previous studies
to be used for NN model training and validation. The data include the chemical composition, process conditions,
and tensile mechanical properties of HEAs. The basic models and algorithms included in their experiment are the
simple deep neural network (DNN) and the concatenated DNN and conventional neural network (CNN) model.
They performed an inverse prediction and selected a random search and designed two HEAs, HEA1 and HEAZ2.
The results are measured using multiple tensile tests. The results show that the combinations of the UTS and total
elongation (T.EL.) of the present HEAs are better than the input data, as well as the HEAs from previous ML
studies. This research demonstrated the effectiveness of the model in HEA design. This alloy design approach,
specialized in finding multiple local optima, could help researchers design an infinite number of new alloys with

interesting properties.

3.2. Support Vector Machine (SVM) Algorithm

In the ML model, the SVM algorithm has a good decision boundary 4. The SVM algorithm was introduced by
VaPnik as a supervised learning method falling under the category of binary classification models Z2. Its primary
objective is to identify a separation hyperplane in the feature space that maximizes the margin, ensuring the correct
classification of samples. This process is eventually transformed into a convex optimization problem. The
segmentation principle of the SVM algorithm revolves around maximizing the interval. The SVM algorithm
demonstrates significant advantages in addressing non-linear, high-dimensional, and small-sample problems [Z€!.
Originally applied to linear classification, the SVM algorithm was later extended to handle non-linear examples and

was further adapted for high-dimensional spaces 4. It can also solve the problem of overfitting.

In the research of W. Zhang et al. 8, to elucidate the varying prediction accuracies of a singular characteristic
parameter within amorphous alloys (AM), solid-solution alloys (SS), and high-entropy alloys containing intermetallic
compounds (IM), three approaches were introduced. The first involves qualitatively explaining the high or low
prediction accuracies of characteristic parameters in the three types of AM, SS, and HEA-IM alloys by employing a
simple division across the entire range of the characteristic parameter. They chose the SVM algorithm as a
predictive model and used atomic size difference (8), mixing enthalpy (AHmix), electronegativity difference (Ax) and

mixing entropy (ASmix) as descriptors.
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In addition to W. Zhang, Nguyen et al. /¥ also conducted research on SVM prediction. They employed the SVM
method with hyperparameter tuning and the use of weighted values for the prediction of the alloy’s phase. They
wrote a Python program to create a multi-principal element alloy (MPEA) and HEA dataset. Search operations are
conducted to optimize the SVM hyperparameters. Finally, cross-validation is used to evaluate the accuracy of the
prediction models utilizing the SVM algorithm with the optimized hyperparameters. In addition, they compared their
SVM solution with the artificial neural networks (ANN) method, demonstrating that the SVM approach outperforms
or is comparable to alternative methods employing the ANN method. Through experimental validation, they showed
that incorporating the average melting point and standard deviation of melting point variables into the original
dataset can enhance the prediction accuracy for MPEAs and HEAs. The conclusion drawn is that accurately
predicting the structure of alloys contributes to an efficient search for new materials, providing feasible candidate
materials for various applications that require materials with specific phases. Consequently, combining the SVM

method with other ML algorithms is worthwhile for predicting the phases of MPEAs.

The above studies collectively demonstrate the superiority of using the SVM model for predicting and designing
HEAs. In comparison to other ML models and algorithms, the SVM model proves to be more effective in handling

multi-parameter issues, providing significant assistance in the design of HEAs.

3.3. Gaussian Process (GP) Model

The Gaussian process (GP) model is a statistical model that defines a distribution over functions, embodying a
collection of random variables where any finite subset exhibits a joint Gaussian distribution Y. Within the realm of
ML, GP models find extensive application in regression, classification, and optimization tasks 1. The fundamental
concept underlying GP models is the representation of functions as random variables, characterized by a mean
function and a covariance function. The mean function delineates the expected value of the function at each point,

while the covariance function captures interdependencies between distinct points in the input space.

Tancret et al. 38 design HEAs employing GP statistical analysis. The datasets include 322 alloys reported in the
literature. In the realm of HEA design, the solitary application of any single method proves insufficient for the
dependable prediction of a singular solid-solution formation. Rather, a robust strategy is introduced, grounded in a
critical evaluation of existing criteria and a statistical analysis leveraging GP models. This innovative approach
concurrently considers a multitude of previously proposed criteria, providing a comprehensive method for
predicting the emergence of a single solid solution. Thus, it stands as an invaluable guide for the design of novel
HEAs.

3.4. K-Nearest Neighbors (KNN) Model

The k-nearest neighbors (KNN) model is a machine learning model used for classification and regression tasks 82,
In the context of this study, the KNN model is employed to predict mechanical properties, specifically tensile
strength and hardness B3, The KNN model operates based on the principle of similarity B4, Given a new data

point, the algorithm identifies the ‘k’ nearest data points from the training dataset in the feature space. The
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prediction for the new data point is then determined by the average or weighted average of the outcomes of its k-

nearest neighbors 82!,

Raheleh et al. 63 employed a graph-based KNN approach to predict the phase of HEAs. Each HEA compound has
its distinct phase, falling into five categories: FCC, BCC, HCP, multiphase, and amorphous. A composition phase
signifies a material state with a specific energy level. The effectiveness of the phase prediction lies in determining
the practical applications of the material. Within the network, each compound has neighboring counterparts, and
the phase of a new compound can be predicted based on the phase of its most similar neighbors. The proposed
approach was implemented on the HEA network. The experimental results demonstrate that the accuracy of this

method in predicting the phase of new alloys is 88.88%, surpassing that of other machine learning methods.

3.5. Random Forests (RFs) Algorithm

The random forests (RFs) algorithm is a ML algorithm that belongs to the ensemble learning category, utilized for
both classification and regression tasks [88l. It constructs multiple decision trees during the training phase and
aggregates their predictions for robust and accurate results. The algorithm initiates the process by creating
numerous bootstrap samples from the original dataset. Each sample is then employed to train an individual
decision tree &7, To introduce diversity and prevent overfitting, a random subset of features is considered at each
node of the decision tree. After training the decision trees, the algorithm combines their predictions. For regression
tasks, the final prediction is the average of the individual tree predictions [B&l. In classification tasks, the mode of the
predictions is considered. The RFs algorithm is renowned for its resilience, adaptability, and effectiveness in
handling high-dimensional datasets [, It is particularly valuable due to its ability to mitigate overfitting compared

to individual decision trees, contributing to enhanced predictive accuracy.

Krishna et al. 29 utilized a ML approach to predict the multiphase alloy system, characterized by a combination of
solid-solution and intermetallic phases (SS + IM), using a dataset of 636 alloys. In the investigation of the RF
classifier, parameters are varied for n estimators, representing the number of trees in the forest, and maximum
depth, ranging from the root node to the leaf node. The range for n estimators is set from 10 to 190 with a 20-unit
interval, while the maximum depth varies from three to fourteen. It is determined that, for the current investigation,
the optimal parameter values for n estimators are 50, with a maximum depth of 13. These parameter values yield

an average cross-validation score of 0.788 based on a set of five cross-validation folds.

However, every model has both advantages and limitations. Four problems in the use of NNs in data modelling are
overfitting, chance effects, overtraining, and interpretation 21, Jack V. Tu draws a similar conclusion in his work [£2

and depicts the typical relationship between the network error and training duration.

As training progresses, the network error gradually decreases until reaching a minimum in the training set.
However, the error in the test set may initially decrease and then begin to rise as the network starts overfitting the
training data. It is common practice among neural network developers to periodically cross-validate the network on

the test set during training and to save the network weight configuration based on either of two criteria: (1) the
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network with the minimum error in the training set or (2) the network with the minimum error in the test set. The

latter technique is often used to prevent the network from overtraining and overfitting.

The weaknesses of the SVM algorithm include algorithmic complexity, inefficiency in multi-classification, and

imbalanced datasets [22l. J. Cervantes et al. also show some of the approaches used to improve the training time

of the SVM algorithm. Eliminating data that are less likely to be support vectors is a crucial step. In addition, it is

more efficient to decompose the dataset into multiple chunks and optimize each chunk separately.

The limitation of the GP model is mainly the inefficiency in dealing with high-dimensional data and non-stationary

data. The KNN model shows slow prediction on large-scale datasets. The RFs algorithm performs well on large-

scale datasets but may perform poorly when dealing with highly correlated features [24l. All the advantages and

limitations of these five models are shown in Table 1. Researchers need to select the appropriate model or

combination of models based on the specific characteristics of the research subject.

Model

NNs

SVM
[93]

GP

KNN

[94]

RF

Advantages

(1) Powerful for complex, non-linear relationships.

(2) Robust to noisy data.
(3) Ability to learn from large datasets.

(1) Effective in high-dimensional spaces.

(2) Works well with small to medium-sized
datasets.

(3) Versatile due to kernel trick for non-linear
classification.

(1) Provides uncertainty estimates for predictions.

(2) Flexible and interpretable modeling.
(3) Can handle small datasets effectively.

(1) Simple and easy to understand.

(2) No training phase, making it fast for inference.

(3) Robust to noisy data and outliers.

(1) High accuracy and robustness.

(2) Works well with high-dimensional data.
(3) Handles missing values and maintains
accuracy.

Table 1. Advantages and limitations of NNs, SVM, GP, KNN, and RFs. Data from Refs. [23124],

Limitations

(1) Prone to overfitting, especially with small
datasets.

(2) Requires careful tuning of parameters.
(3) Black-box nature makes interpretation
difficult.

(1) Can be slow to train on large datasets.
(2) Sensitivity to choice of kernel parameters.

(3) Memory-intensive for large-scale problems.

(1) Provides uncertainty estimates for
predictions.

(2) Flexible and interpretable modeling.
(3) Can handle small datasets effectively.

(1) Simple and easy to understand.

(2) No training phase, making it fast for
inference.

(3) Robust to noisy data and outliers.

(1) Can be slow to predict on large datasets.
(2) Lack of interpretability due to ensemble
nature.

(3) May overfit noisy datasets if not tuned

properly.

In addition to the five ML models and algorithms above, some other common ML models and algorithms, such as

principal component analysis (PCA) 2396l and logistic regression (LR) B4, are used in design of HEAs as well.
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However, it should be pointed out that a large amount of high-quality data is still needed for the establishment and

generalizing of the common ML models and algorithms. Advanced ML models and algorithms should be further

explored.
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