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Generative AI models harness the capabilities of neural networks to discern patterns and structures within existing

datasets and create original content. These AI models draw inspiration from human neuronal processes, learning

from data inputs to create new output that matches learned patterns.
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1. Introduction

In recent years, artificial intelligence (AI) has experienced exponential growth, marked by significant advancements

in natural language processing and machine learning. This surge has brought about a transformation in various

industries and applications. One specific area that has garnered considerable attention is AI-assisted programming.

Advanced language models have the potential to revolutionize the way developers create, maintain, optimize, and

test code.

OpenAI’s release of the GPT models and the widely available ChatGPT represents a substantial breakthrough in

the advancement of AI capabilities . With each iteration, the models have demonstrated improved performance

and versatility, generating increased interest in their potential uses and applications across multiple fields. In

programming alone, these models have shown significant promise, particularly in automating tasks, improving

code, and providing insights to developers.

The breakthrough in automated code generation has been significantly propelled  and greatly boosted by recent

advancements in large language models like GPT-3 , surpassing the capabilities of earlier state-of-the-art deep

learning methods .

As an illustration, OpenAI Codex , a refined iteration of GPT-3, can produce entirely accurate code for 29% of

unfamiliar programming tasks using just one sample of generated programs. It was found that when testing 100

samples, 72% of them are correct. In , the authors evaluate the GPT Python code-writing capabilities and the

correctness of the code generated. The results in this paper are based on only a small number of samples, which

shows that the model can solve only 28% of the problems. Hammond et al.  investigated the possibility of using

OpenAI Codex and other large language models (LLMs) to fix software security bugs. The results show that 67% of

vulnerabilities in a selection of historical bugs in real-world open source projects can be fixed and discovered by

LLMs. Meanwhile, Refs.  tested the usability of the code generated by LLMs and not the accuracy of the

codes.
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Xu and colleagues  compared the performance of code generated by GPT-Neo, GPT-J, and GPT-NeoX—all

large language models (LLMs)—when trained with a substantial number of parameters derived from ready codes in

12 different languages. Zan et al.  investigated the existing large language models for NL2Code and

summarized them from diverse perspectives. However, neither of these research studies investigated the accuracy

and the quality of the code generated by LLMs.

2. Generative AI History

Modern generative AI development began in the 1940s after the conception of the first artificial neural networks

(ANNs). However, due to constraints such as limited computational capabilities and insufficient knowledge of the

brain’s biological workings, ANNs failed to draw significant interest until the 1980s. During this period, parallel

advances in hardware and neuroscience, along with the emergence of the backpropagation algorithm, eased the

training process of ANNs. Previously, training NNs was a demanding task, as there was no effective method to

compute the error’s gradient relating to each neuron’s parameters or weights. However, backpropagation

automated the training procedure, unlocking the potential usage of ANNs .

In 2013, Kingma and Welling presented a novel model structure named variational autoencoders (VAEs) in their

papers entitled “Auto-Encoding Variational Bayes”. VAEs are generative models grounded in the principle of

variational inference. They offer a mechanism for learning via a condensed representation of data, where the data

are transformed into a lower-dimensional area called the latent space through an encoding process. Then, the

decoder component reconstructs the data back into their original data space .

In 2017, Google researchers introduced a pivotal development in their research titled “Attention Is All You Need”.

This new architecture, called Transformer, was a revolution in language generation . Unlike previous language

models based on long short-term memory (LSTM)  or recurrent neural networks (RNN) frameworks ,

Transformer allowed for parallel processing while retaining context memory, leading to superior performance .

In 2021, OpenAI released a fine-tuned version of GPT, Codex, which was trained on code publicly available on

GitHub. Early results showed that the fine-tuned model was able to solve around 30% of the Python problems

used, compared to the 0% that the current GPT version (GPT-3) was able to achieve. This served as an early look

into how large language models (LLMs)  can learn and generate code. Codex then served as the basis for

GitHub Copilot .

GitHub Copilot is an AI programming tool that can be installed in the most popular code editors and is powered by

GPT-4. It reads the code and can generate suggestions and even write code instantly. In a controlled test

environment, researchers found that programmers who used Copilot finished tasks approximately 55.8% quicker

than those who did not, speaking to the potential of AI tools in programming .

In another research work, GPT’s Python code generation is deemed remarkable, showing that it can help novice

programmers to solve complex coding problems using only a few prompts. However, both studies have shown that

[11]

[12]

[13]

[14]

[15]

[16] [17]

[17]

[10]

[10]

[18][19]



Generative AI | Encyclopedia.pub

https://encyclopedia.pub/entry/55347 3/5

human input is almost always required to steer ChatGPT in the correct direction .

3. What Is Generative AI

Generative AI models harness the capabilities of neural networks to discern patterns and structures within existing

datasets and create original content . These AI models draw inspiration from human neuronal processes,

learning from data inputs to create new output that matches learned patterns. This involves advanced techniques

that range from generative adversarial networks (GANs) , large language models (LLMs), variational

autoencoders (VAEs), and transformers to create content across a dynamic range of domains .

Numerous methodologies, such as unsupervised or semi-supervised learning, have empowered organizations to

utilize abundant unlabeled data for training and laying foundations for more complex AI systems. Referred to as

foundation models, these systems, which comprise models like GPT-3 and Stable Diffusion, serve as a base that

can be proficient in multiple tasks. They enable users to maximize the potency of language, such as constructing

essays from brief text prompts using applications like ChatGPT or creating remarkably realistic images from text

inputs with Stable Diffusion .

Generative AI models can refine their outputs through repeated training processes by studying the relationships

within the data. They can adapt parameters and diminish the gap between the intended and created outputs,

continually enhancing their capacity to produce high-quality and contextually appropriate content. The utilization of

this technology is often initiated with a prompt, followed by iterative exploration and refining of variations to guide

content generation .
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