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Big data are a large number of datasets that are difficult to store and process using existing database management
tools. Big data have some characteristics, denoted by 5Vs: volume, velocity, veracity, variety, and value. Volume
refers to the size of the data, velocity refers to the speed of the data from the sources to the destination (data flow),
variety refers to different format types of the data, veracity refers to the quality of the data, and value refers to the
importance of the data collected without analysis and insight. Lastly, the characteristics have become more than

ten, like volatility and visualization value.

big data unstructured data warehouse ETL

| 1. Introduction

Every online interaction, social media post, financial transaction, sensor reading, and digital communication
generates data. The proliferation of digital technologies, the widespread use of the internet, and the advent of
connected devices have contributed to this massive growth in data. Furthermore, organizations accumulate vast
amounts of data in the form of customer records, sales transactions, operational logs, and so on. As a result, an
unprecedented amount of data is available for processing and analysis. A data warehouse is a central repository
that deals with highly structured, cleansed, processed, stored, and integrated data from a variety of sources to give
business intelligence users and decision-makers a single view L. These data are processed by an Extract—
Transform—Load (ETL) process. The are two types of processes for extracting data from various sources: full
extraction and incremental extraction. The data are then transformed through actions such as joining, converting,
filtering, cleaning, aggregation, and so on. Finally, these transformed data are loaded into a data warehouse 23],
Full extraction is employed when replicating data from a source for the first time or when some sources cannot
identify changed data, necessitating a complete reload for the entire table. Incremental extraction is utilized when
some data sources cannot provide notifications about updates but can identify modified records and extract them
[l Cleaning is essential for data warehouses before data are stored; for example, erroneous or misleading
information will result from duplicated, inaccurate, or missing data. Data cleaning is regarded as one of the most
difficult tasks in data warehousing throughout the ETL process due to the vast variety of possible data
discrepancies and the enormous amount of data . Recently, there has been a growing interest in the ELT
approach, which prioritizes loading data into a data warehouse before performing transformations. This approach
gains speed by delaying the transformation until it is necessary. This ELT process is becoming popular where
business requirements are rapidly changing. ‘EL’ essentially implies data replication in numerous real-world
scenarios, and the problem is to accomplish it efficiently and with high accuracy. ELT has grown in popularity owing

to a variety of causes. Data are being created in ever-increasing quantities, frequently without human intervention.
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Storage is becoming more affordable, whether on-premises or in the cloud. With the proliferation of open-source
technologies (e.g., Apache Spark, Apache Hadoop, and Apache Hive) and cloud solutions (e.g., Microsoft Azure,
Google Cloud, and AWS), the cloud provides low-cost solutions for analyzing disparate and dispersed data sources
in an integrated environment (€. Based on the sources of the internet, the growth of data has increased incredibly
with different types of structured, semi-structured, and unstructured data, and that gives an idea of how much the
volume of data has increased W&, Structured data are information that is well ordered and stored in a relational
database or a spreadsheet. Semi-structured data are data that have not been recorded in standard ways.
Nevertheless, the data are not entirely unstructured; examples include metadata and emails. Text, photos, and
videos are examples of unstructured data. Text data have garnered special attention among various forms of
unstructured data, as they stand out as the most suitable technique for describing and conveying information I,
These data are distinguished by their complexity, variety, volume, and application specificity and are generally
referred to as big data.

| 2. Data Lake

A data lake is a headquartered repository that keeps massive amounts of raw, unprocessed, and diversified data in
its natural format 19 |t is intended to hold structured, semi-structured, and unstructured data, offering an
expandable and affordable data storage and analysis solution. Data are gathered in a data lake through a variety of
sources, such as databases, log files, social media feeds, and sensors. Data lakes, unlike typical data storage
platforms, do not impose a fixed structure or schema on data at the moment of input. Instead, data are saved in
their raw form, keeping their natural structure and inherent flexibility. Because the structure and purpose of the data
may be specified later within the analysis phase, this strategy allows businesses to gather huge volumes of data
without the requirement for prior data modeling. So, on the other hand, it is seen as the next stage in displacing
data warehouses as an enhanced present approach to raw analytics information storage 12131 \While a data lake
has tremendous benefits, it also has certain drawbacks. Because data lakes hold raw and unprocessed data, they
are exposed to data quality, security, and privacy challenges. Without effective governance and data management
techniques, a data lake may quickly devolve into a data swamp. A data swamp is a data lake that has become
bloated with inconsistent, incomplete, erroneous, and ungoverned data. It is frequently caused by a lack of
processes and standards that are not effectively regulated. As a result, data in a data swamp are difficult to locate,
process, and analyze. Users may need to invest substantial time and effort in data searches and understanding the
data’s context when there is no defined data model or schema 4. Given the advantages and disadvantages of

both data warehouses and data lakes, a recent approach has emerged, known as a data lakehouse.

A data lakehouse is a combination of both a data warehouse and a data lake. A data lakehouse is a single and
integrated platform that combines a data lake’s scalability and flexibility with a data warehouse’s structured
guerying and performance improvements. It provides enterprises with a unified platform for organized, semi-
structured, and unstructured data. It removes the need for separate storage systems and enables users to
effortlessly access and analyze various kinds of data. A data lakehouse allows for schema evolution. It supports

schema-on-read, allowing users to apply schemas and structures while querying data. In addition, cloud-based
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storage and computation resources are used in a data lakehouse, allowing enterprises to expand resources as
needed and employ sophisticated query engines, such as Apache Spark or Presto, to analyze enormous amounts
of data quickly and efficiently 231161,

| 3. Spark and Hive

Spark is a powerful distributed processing system that provides a simple tool for analyzing heterogeneous data
from various sources. It supports batch processing, real-time processing, and near-real-time processing (DStream).
Spark can be deployed as a stand-alone cluster (if associated with a capable storage layer) or as an alternative to
the MapReduce system by connecting to Hadoop. Spark uses a model called Resilient Distributed Datasets
(RDDs) to implement batch calculations in memory, which allows it to maintain fault tolerance without having to
write to disk after each operation 4. As a result, the buffer memory enables it to process a large volume of
incoming data, increasing overall throughput, and thus, in-memory processing contributes significantly to speed.
Batch processing in Spark offers incredible advantages in terms of speed and memory consumption. Spark, which
stores intermediate results in memory, is only influenced by the HDFS configuration when reading the initial input
and writing the final output 28, In ELT, new data sources can be easily added to the model. Consequently, various
transformations may be applied to the data as needs vary. When raw data are loaded, numerous transformations
can be implemented based on changes in requirements 2. There are big data processing technologies like Map-
Reduce, Storm, Kafka, Sqoop, and Flink; the best technology for parallelism is Spark. Spark Core serves as the
foundational execution engine for the Spark platform, serving as the base for all other functionalities. It offers
capabilities for working with Resilient Distributed Datasets (RDDs) and performing in-memory computing tasks.
PySpark serves as a Python interface for Apache Spark, enabling the development of Spark applications and the
analysis of data within a distributed environment and allowing users to write data from Spark DataFrame or RDDs
to Hive tables [29,

Hive is a data warehousing infrastructure tool based on the Hadoop Distributed File System (HDFS) [22122] ysed for
analyzing, managing, and querying large amounts of data distributed on the HDFS. Reading and writing data are
supported by Hive. Hive is mainly used for structured data, but for this research, researchers can load text data
using SerDe, which stands for “Serializer and Deserializer”. When an object is transformed into a binary format for
writing to permanent storage, such as the HDFS, this process is referred to as serialization, while the process of
converting binary data back into objects is known as deserialization. Tables are turned into row elements in Hive,
and then row objects are put onto the HDFS using a built-in Hive serializer. These row objects are then
transformed back into tables using a built-in Hive Deserializer. Hive is allowed to integrate with other data

processing tools. For example, the HCatalog SerDe allows reading and writing Hive tables via Spark.
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