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Planned and targeted attacks, such as the advanced persistent threat (APT), are highly sophisticated forms of attack.

They involve numerous steps and are intended to remain within a system for an extended length of period before

progressing to the next stage of action. Anticipating the next behaviors of attackers is a challenging and crucial task due to

the stealthy nature of advanced attack scenarios, in addition to the possible high volumes of false positive alerts

generated by different security tools such as intrusion detection systems (IDSs).
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1. Introduction

An intrusion detection system (IDS) refers to a hardware or software entity that monitors a network to detect and identify

unauthorized activities or violations of established policies. In the event that an intrusion is detected, IDS captures

pertinent data regarding the event, disseminates alerts, and executes appropriate remedial or preventive measures as

deemed required . The pervasive utilization of the internet by individuals has led to a significant escalation in network

attacks, resulting in substantial detrimental consequences for both institutions and individuals alike. As a consequence of

the heightened occurrence and enhanced complexity of cyberattacks, contemporary networked enterprises are compelled

to adopt rigorous security protocols in order to ensure the integrity of their data transmissions. Consequently, IDS has

become an indispensable component of any security framework .

IDS is a form of passive monitoring system utilized to detect potential threats, supply a comprehensive account of an

ongoing or attempted theft, and initiate alerts that may be reviewed by analysts stationed in a security operations center

(SOC) or incident responders. The majority of attacks are executed through the examination of network communications,

wherein packets traversing the network are intercepted and subjected to analysis. This process involves the identification

of heuristics and patterns, commonly referred to as signatures, which serve as means to detect and classify common

attacks. Upon detection, operators are promptly alerted, thereby enabling appropriate action to be taken . Network

attacks often involve a series of concerted attempts to attack various parts of the system. Defending against these multi-

stage attacks requires knowledge of the current attack state and the expected future attack phase. The sub-components

in a web network are interlinked, and analyzing the logs of one device may reveal events triggered in another .

Advanced attack scenarios are a contemporary form of attack employed by adversaries, characterized by the utilization of

sophisticated and elusive exploits and payloads. The primary objective of APTs is to establish prolonged persistence

within a targeted system and subsequently move laterally to accomplish various goals, including but not limited to

extensive data collection, disruption of operations, or denial of services . In addition, it should be noted that anomaly-

based detection methods have been found to produce an extensive amount of false positive results . The concept of

alert correlation (AC), also referred to as IDS post-processing, has been suggested as a means to address these

constraints. The system that is able to predict full or part of attack scenarios can provide early and preventive measures to

reduce the severity and threat caused by network attacks, hence adopting a proactive approach . In the context of IDS

models based on learning, one additional challenge is the insufficiency of datasets that adequately describe various

advanced attacks and APT patterns, which is crucial for effectively training a robust detection model . So, to protect

enterprise networks from cyberattacks, IDS is continuously developed to solve various limitations, one of which is the

production of a substantial quantity of alerts that are of low quality. Furthermore, a significant proportion of the alerts

generated by IDSs are classified as false positives. It is essential to have a robust level of security to ensure transparent

and reliable communication between parties to find malicious trends and help administrators fine-tune, organize, and

deploy efficient controls.

Machine learning (ML) is a form of artificial intelligence methodology that has the capability to autonomously extract

valuable insights from extensive datasets . ML-based IDS can attain reasonable levels of detection performance given

the availability of ample training data. Additionally, these IDS employ machine learning models that possess enough
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generalization capabilities to identify attack variations and novel attacks . Deep learning (DL) is a subfield within the

broader domain of machine learning that has demonstrated remarkable capabilities in achieving exceptional levels of

performance. DL approaches have demonstrated superior performance in handling large datasets as compared to

traditional machine learning techniques. Furthermore, DL techniques possess the capability to autonomously acquire

feature representations from unprocessed data, afterwards generating outcomes encompassing multiple hidden learning

layers. DL trains several neural nodes instead of one like linear regression in statistical learning .

In addition, the study examined the concepts of centralized and federated learning in order to assess the accuracy of

detection while taking into account concerns regarding privacy, heterogeneity, and data availability. Federated learning

(FL) is a collaborative ML learning approach that is implemented across various clients, ensuring that clients’ personal

data are not transferred to a central server provider and instead remain stored on the local client device. The conventional

approach to neural network (NN) training involves the utilization of local datasets by all clients, which are then shared with

a central server. On the other hand, distributed convolutional neural network training employs parallel training methods.

The training of federated learning is operated under the assumption that local client datasets are separate and cannot be

accessed or shared by others. The study is to provide a comparative analysis between an ensemble centralized model

that combines three machine learning algorithms and a CNN_FL federated learning model. The evaluation process is to

examine the detection rate in addition to the metrics typically used in such a design. In the FL approach, several local

models using heterogeneous algorithms are trained in each device (clients), and the outcomes of these models are used

to build and update a global model (server). The inputs of the global model are the results of the effective collaboration of

data across multiple clients. This collection of various trained models contributes to the building of an intelligent IDS able

to perform detection and prevention facilities with higher performance. Multistage attacks are modeled based on typical

attack frameworks such as cyber kill chains .

2. Alert Correlation and Attack Scenario Recognition

The potential damage of multi-stage and advanced attacks necessitates the establishment of a comprehensive analysis to

identify the steps conducted by intruders to perform such attacks. Detection of the links between different activities based

on triggered alerts is crucial to create a global view of the attack in progress. This knowledge, whether it is complete or

partial, can provide network administrators with valuable information in order to counter these attacks and to apply a

mitigation procedure.

Rahman et al.  devised models for detecting advanced attack scenarios by employing a centralized approach. The

NSL-KDD dataset is employed for evaluating the efficacy of federated architecture in IDS . The study considers a range

of practical scenarios and instances of intrusion attacks. Based on the empirical findings, a comprehensive evaluation is

conducted to compare the FL, centralized, and self-learning methodologies. FL consistently demonstrated superior

performance compared to the alternative methodologies in nearly all training iterations. The concept of “virtual reality”

pertains to the procedure of developing programs that simulate a virtual reality experience. The intrusion detection

capabilities of a federated network increase proportionally with its scale. In , an IDS in Wireless Edge Networks

(WENs), combining GRU and SVM models under a custom FL algorithm, was proposed. They used Attention Mechanism

to determine the significance of the uploaded model parameters. This is conducted with the goal of both measuring the

global model’s performance improvement and sorting the clients according to their importance. The authors  provided a

strategy to improve the training effect by sharing a limited sample of data globally. This offers a scheme for the case of

non-IID data in federated learning, which is an important consideration.

To detect distributed anomaly intrusion on an IoT-based industrial control system, a hybrid model that includes federated

learning, autoencoder, transformer, and Fourier mixing sublayer was developed . It delivered a high detection

performance for time-series data while simultaneously solving the problem of anomaly detection on a minute-by-minute

time scale with rapid learning. F. Wilkens et al.  used a kill chain state machine (KCSM) to detect complex attacks like

advanced persistent threats (APTs) without having to spend more time analyzing large volumes of alerts. Their method

generated scenario graphs from state machines by deriving potential attack stages from single and meta-alerts and

modeling the resulting attack scenarios. The algorithm generates APT scenario graphs, which are graphical

representations of the attack, with nodes representing involved hosts and edges representing infection activity.

The researchers in  proposed a model called MLAPT , which generates a correlation between alerts and the

corresponding APT scenarios. Subsequently, ML models were employed to forecast APT events at their first stages,

achieving a prediction accuracy of 84.8%. The authors  suggested a machine learning-based intrusion detection

system that uses DT, RF, SVM, KNN, and DNN in both models of centralized and federated learning. A used Edge-IIoT set

that had more than 10 different kinds of IoT devices was used to collect a dataset that categorized 15 attacks. These
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attacks were grouped into five threats, and some of their features were identified with high correlations. In centralized

learning, the best DDN accuracy was found to be 94.67% for 15-class and 96.01% for 6-class. On the other hand, RF

obtained 99.9% in binary classification. However, the federated learning results achieved were better; the accuracy results

of the global model training with 10 clients and 10 iterations were 93.37%, 95.99%, and 100%, respectively, for 15-class,

6-class, and binary classification. M. Khosravi et al.  proposed a method for detecting (APTs) that relies on causal

analysis and correlation between alerts. Multiple sensors’ alarms are monitored over a lengthy period to determine which

ones are most likely to be part of the APT attack’s well-known IKC. Finally, it acceptably calculated the host infection score

over all APT phases using a semi-real-world dataset and simulation.

A system for detecting APT attacks based on federated learning was proposed in  to differentiate various APT attack

patterns. The global model is updated across multiple clients with various iterations. The malicious events collected as

alerts are then fed to the correlation module to determine which alerts are most relevant to APT attack steps. Based on

alert type-determined APT stages, an APT scenario indicated the probability of the change of the attack’s step. With 400

iterations, their model applied to UNSW-NB15 datasets and synthetic datasets from five clients obtained 96.7% accuracy,

which is higher than local models. The authors  proposed models for anomaly detection on two datasets, namely

Contagio and CICIDS2017, using an unsupervised learning approach. Subsequently, the study will explore various known

malware attacks targeting networks.

The authors  presented federated learning and CNN to detect abnormal IoT traffic without alert correlation. Mayfly

optimization was used to minimize feature dimension, and the FL framework was then trained for each CNN local model

for collaborative training without sharing private data. The Aposemat IoT-23 dataset detected anomalous IoT traffic with

97.73% accuracy using multi-class detection. The researchers  presented a federated learning framework to identify

APT attacks in an SDN environment. They employed ML and DL techniques to categorize harmful indications. The

researchers ran an experiment using the NF-UQ-NIDS dataset and models to showcase the viability of FL in addressing

cyber threats while preserving privacy for data holders within the SDN environment. W. Giura et al.  proposed a model

for APT detection that can be applied to general occurrences, expanding beyond the scope of IDS alerts. The attack

stages are structured in a hierarchical pyramid, wherein the ultimate objective occupies the apex, while the preceding

steps are organized into several strata. HTTP-based connections are considered more advantageous compared to

alternative options for several reasons. Firstly, HTTP-based command and control (C&C) traffic is generally recognized as

permissible within the majority of enterprise environments. Secondly, alternative C&C protocols like peer-to-peer (P2P)

and Internet Relay Chat (IRC) exhibit distinctive network characteristics, such as specific ports and package content,

which can be readily detected and obstructed . The propagation of malware occurs through the utilization of custom

encrypted partitions on removable media, as well as the exploitation of vulnerabilities within authentication protocols 

. Kasongo et al.  suggested an ensemble model incorporating feature selection, specifically targeting the 19 most

significant features out of the total 42 features available in the UNSW-NB15 dataset. The performance accuracy yielded a

result of 75%. The study  presented an improved CNN architecture for the purpose of identifying malicious attack

traffic, with a particular focus on zero-day attacks that have not been previously reported within the network. The binary

classification findings of the study indicate that the model exhibited superior performance in detecting previously

undetected instances of intrusion, as compared to the standard CNN model. The authors  conducted a study on

intrusion anomaly detection, specifically examining different kernel functions within Support Vector Machines. They also

utilized the Principal Component Analysis feature selection technique in their investigation. The datasets provided are the

UNSW-NB15 datasets. The Gaussian kernel achieved the highest level of accuracy, measuring at 93.94% when applied

to the UNSW-NB15 datasets.
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