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A pattern is a collection of objects that are similar to each other, arranged in a way that is in contradiction of their

natural arrangement. It can also be defined as the opposite of chaos, an entity, loosely defined, which one can

assign a specific name. For pattern tracking, tracked objects are usually called patterns. Objects can be defined as

something of interest for future analysis. For example, in images, tracking boats at sea, vehicles on the road,

aircraft in the air, and people walking on the street can be considered monitoring for a certain purpose and thus

tracking.
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1. Introduction

Pattern recognition is one of the most important and active branches of artificial intelligence. It is the science that

tries to make machines as smart as human beings in recognizing patterns, among the desired categories, in a

simple and reliable way . It is also defined as the study of how machines can observe the environment,

distinguish various patterns of interest, and make rational decisions. Pattern recognition provides solutions to

problems in the most diverse areas such as image analysis, industrial automation, computer vision, biometric

identification, remote sensing, voice recognition, face recognition, surveillance, and defense, among many others.

Recognizing patterns in images and tracking their positions in videos has been the subject of several studies and

has stood out for being a demanding area of image processing and computer vision . 

2. Pattern Detection

Any tracking method requires a mechanism that can identify the object the first time it appears in the video and

also in each frame. The most common approaches used for this purpose are based on segmentation, background

modeling, point detection, and supervised learning.

Segmentation partitions the image into similar regions to obtain the object of interest. Segmentation algorithms

have to balance criteria for good and efficient partitioning. Some examples of algorithms used for segmentation

include graph-cut  and active contours . Background modeling builds a representation of the scene and

performs object detection based on the deviations observed in each frame . Scene objects are classified by

forming a boundary between the background and the foreground. The foreground contains all objects of interest.
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Some examples of algorithms used for background modeling include background subtraction and frame

differencing, mixture of Gaussian functions , eigenbackground  and optical flow .

Point detectors are used to find points of interest in images. These points are called features and are highlighted by

their distinguishing characteristics in terms of color, texture, geometry, and/or intensity in gradient variation. Object

detection is performed by comparing these points. An interesting feature of this approach is its invariance to

changes in light and camera position . Some examples of algorithms based on features include Scale Invariant

Feature Transform (SIFT) , invariant point detector , and Speeded-Up Robust Features (SURF) .

Supervised learning can also be used for object detection. In this case, the task is performed by learning the

different points of view of the object, from a set of samples and a supervised learning mechanism. This method

usually requires a large collection of samples regarding each class of objects. In addition, the samples must be

manually labeled, a time-consuming and tedious task . The selection of the characteristics of the objects in order

to differentiate the classes is also an extremely important task for the effectiveness of the method. After learning,

the classes are separated, as best as possible by hyper-surfaces in the feature space. Some methodologies using

this approach include neural networks , adaptive boosting , and decision tree .

It is noteworthy to point out that object detection and tracking are very close and related processes because

tracking normally starts with object detection, while repeated object detection in subsequent frames is required to

help perform tracking .

In order to track an object and analyze its behavior, it is essential to classify it correctly. The classification is directly

linked to the characteristics of the object and how it is represented. Approaches to classification are often based on

the object’s shape , movement , color , and texture .

3. Tracking Techniques

Tracking can be defined as a problem of approximating the trajectory of an object in a given scene. The main

purpose is to find the trajectory of this object by finding its position in each video frame . Basically, tracking

techniques can be divided into the following categories: point-based tracking, kernel-based tracking, and

silhouette-based tracking. Figure 1 illustrates the three categories for camera tracking in the known “Cameraman”

image. The tasks of detecting the object and matching those of the previous and subsequent frames can be

performed together or separately .
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Figure 1. Illustration of existing tracking techniques.

3.1. Point-Based Tracking

For point-based tracking, the objects are represented by dots and the position of the dots in the frame sequence

allows the tracking to occur. This approach requires a mechanism to detect the objects in each frame. The Kalman

filter, which is a recursive algorithm that provides a computationally efficient means of estimating the system state,

is usually used to estimate the position of objects, based on the dynamics of movement along the video. A

limitation of the Kalman filter is the assumption that the variables are normally distributed. Thus, when the state

variables do not follow a Gaussian distribution, the estimate does not produce good  results. This limitation can

be overcome with the particle filter, which uses a more flexible state space model. Multiple Hypothesis Tracking

(MHT) is another method which is generally used to solve multiple target tracking problems. It is an iterative

algorithm based on predefined assumptions about the object trajectories. Each hypothesis is a set of disconnected

trajectories. For each hypothesis, the estimate of the target in the next frame is obtained. This estimate is then

compared to the current measurement using a distance measurement. This algorithm can deal with occlusions and

has the ability to create new trajectories for objects that enter the scene and finalize those related to objects that

disappear from the scene.

3.2. Kernel-Based Tracking

In pattern tracking, a kernel refers to an object with a notable region related to its shape and appearance. It can be

a rectangular area or an elliptical shape. Objects are tracked by the location after their movements, starting from

the embryonic region represented by the kernel, from one frame to the next. These movements are usually

represented by affine transformations such as translation, rotation, and scaling. Some of the difficulties of this

approach are that kernel does not cover the entire procured object and it includes background contents. The latter

is usually mitigated by the layering-based technique, which models the image as a set of layers. One layer is

associated with the background and the others are associated with each object in the image. The probability of

each pixel belonging to a layer (object) considers the shape characteristics and previous movements of the object.

This method is generally useful to track multiple objects.

[14]
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Template matching, also known as model matching, is a brute force method that looks for regions of the image that

are similar to a reference image that represents the procured object, called the template. The position of the

template in the image is computed from similarity measures, such as sum of absolute differences, sum of squared

differences, cross-correlation, and normalized cross-correlation, among others. This method is capable of handling

single-image tracking and background changes. A limitation of template matching is the high computational cost

associated with brute force. Many researchers, in order to reduce this cost, limit the search area to the

neighborhood of the object in the previous frame . The researchers explore this method in this work; it will be

further detailed in Section 4.

3.3. Silhouette-Based Tracking

Objects can have complex shapes that cannot be well described with simple geometric shapes . Silhouette-

based tracking methods aim to identify the precise shapes of objects in each frame. This approach can be divided

into two categories, depending on how the object is tracked: by contours or by shapes. (i) Contour matching

approaches evolve the initial contour of the object to its new position. It is necessary that part of the object in the

previous frame overlaps with the object in the next one. There are many algorithms that extract object contours,

such as the one called active contours (or snakes), based on the deformation of the initial contour at determined

points . The deformation is directed towards the edges of the object by minimizing the snake energy, pushing it

towards lines and edges. (ii) Shape matching approaches are very similar to template matching. The main

difference is that the model represents the exact shape of the object. An example of this type of method is

presented in . The algorithm uses the Hausdorff distance to find the location of the object.

4. Template Matching

Template matching (TM) is widely used in image processing to determine the similarity between two entities of the

same type (pixels, curves, or shapes). The pattern to be recognized is compared with a previously stored model,

taking into account all possible positions. The task basically boils down to finding occurrences of a small image,

considered the template, in a sequence of larger images of the frames. Figure 2 shows two matrices representing

two black and white images. The image in Figure 2b represents the template to be found in the image of Figure

2a. In integer-byte representations for black and white images, the larger the value of a pixel, the closer to white it

is, and the smaller the value of the pixel, the closer to black it is.
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Figure 2. Byte matrices representing the frame and template images in black and white.

The search in the frame is conducted by comparing the template, in each pixel, with pieces of image of the same

size. The template slides, pixel by pixel, on the main image until all positions are visited. At each position, a

similarity measure is computed and used to compare the images. After calculating all similarity measures, the one

with the highest value, above a pre-established threshold, is considered to be the location of the sought template

within the frame . This operation is very costly when considering large models and extensive sets of frames .

The advantage of template matching is that the template stores several particular characteristics of the object

(color, texture, shape, edges, centroid, etc.) which differentiate it from others, allowing greater accuracy and

tracking of a specific object within a group of similar ones. Furthermore, object detection is not compromised by

choosing how to classify or represent it. The disadvantage is the high computational cost required for the

computation of the similarity measure at all image pixels.

To evaluate the degree of similarity of the template along the frame, a range of techniques are used. These include

the sum of absolute differences (SAD), sum of squared (SSD), and cross-correlation (CCO). For a given patch, i.e.,

original image patch A of the same size as the procured template, these indices are computed as shown in

Equations (1), (2), and (3), respectively:

[24] [1]
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(1)

(2)

(3)

where N is the overall number of pixels in the template and patch, 𝑝𝑖 is the intensity of pixel i in the template image,

and 𝑎𝑖 is the intensity of pixel i in patch A.

Note that in the case of the similarity metrics SAD and SSD, the closer to zero the index is, the more similar the

compared images are. However, CCO is sensitive to changes in the amplitude of images’ pixels . To overcome

this drawback, normalized cross-correlation (NCC) is used. It is noteworthy to point out that, in this work, the

researchers use NCC, which is explained in detail hereafter.

The term correlation is widely used in common language to mean some kind of relationship between two things or

facts. In the field of signal processing, cross-correlation is obtained by the convolution of one signal by its

conjugate. In this work, the term correlation has a more restricted meaning and refers to the similarity measure

associated with the normalized cross-correlation between two images. This metric is an improved version of simple

cross-correlation CCO. It features a normalizing value in the denominator that provides it invariance to global

changes in brightness and results always within the range [−1,1]. The normalized cross-correlation, also known as

Pearson’s correlation coefficient (PCC) , is defined in Equation (4):

(4)

SAD =
N

∑
i=1

|(pi − ai)|;

SSD =
N

∑
i=1

(pi − ai)
2;

CCO =
N

∑
i=1

piai,

[25]
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PCC =

N

∑
i=1

(pi − p) (ai − a)

N

∑
i=1

(pi − p)2
N

∑
i=1

(ai − a)2

,

¯̄
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where 𝑝𝑖 is pixel intensity i in the template image; 𝑝 is the average pixel intensity of the template image; 𝑎𝑖 is the

intensity of pixel i in patch A; and 𝑎 is the average intensity of the pixels in patch A. The template and patch A must

be the same size, and the overall number of pixels is N.

The PCC can be understood as a dimensionless index with values between −1and +1, inclusive, which reflects the

intensity of the degree of the relationship between the two compared images. A coefficient equal to 1 means a

perfect positive correlation between the two images. A coefficient equal to −1means a perfect negative correlation

between the two images. A coefficient equal to 0 means that the two images do not linearly depend on each other.

The ideal use of the normalized cross-correlation, presented in Equation (4), considers that the appearance of the

target remains the same throughout the video . It is noteworthy to mention that any change in target scale or

rotation can influence metric values. Additionally, the change in lighting conditions and/or noise, also known as

clutter, that is inserted into the environment can cause errors. A possible solution to this problem is to update the

template at every frame, allowing adaptive correlation.
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