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The need for a lightweight and reliable segmentation algorithm is critical in various biomedical image-prediction

applications. However, the limited quantity of data presents a significant challenge for image segmentation.

Additionally, low image quality negatively impacts the efficiency of segmentation, and previous deep learning

models for image segmentation require large parameters with hundreds of millions of computations, resulting in

high costs and processing times.
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1. Introduction

Melanoma is one of the most prevalent types of cancer. It is the primary factor in most skin cancer deaths. In the

United States in 2022, 99,780 cases were diagnosed as new melanoma, 57,180 in men and 42,600 in women.

There were 7560 deaths by melanoma, with 5080 in men and 2570 in women. Compared with the report in 2020

by Worldwide, the number of patients diagnosed with melanoma was 324,635 people. Melanoma is considered as

one of the deadliest types of skin cancer; early detection can extend survival by five years and increase the overall

rate of survival. Thus, the demand for the diagnosis of melanoma in its early stages is increasing significantly.

Furthermore, automated skin segmentation can be widely applied in many sensitive applications such as face

tracking , face detection , and gesture recognition . Other samples can be listed as content-based retrieval ,

robotics , virtual reality , face recognition , and human-computer interaction .

One solution for predicting melanoma is based on visual examination by dermatologists. However, this approach

has become less popular due to its low accuracy, time-consuming nature, and reliance on human factors and

trained experts. With the advancement of technology, machine learning and deep learning have emerged as

promising techniques for predicting melanoma and other applications. The hope is that these methods can make

the diagnosis of melanoma simpler, better, and more convenient. Deep learning has been applied to the prediction

of skin segmentation, which supports melanoma diagnosis and significantly increases the efficiency of skin

segmentation. The results also indicated that the effectiveness of previous approaches were dependent on

equipment, color information of input datasets, personal factors, nonlinear illumination, and the availability of

datasets. There are several factors that can affect skin lesion images, including the position of the lesion on the

body, the type of equipment used to capture the image, and the presence of noise in the image . Noise can

manifest in various forms, such as ink spots, fuzzy borders, black hair, undesirable lighting, lesion artifacts, brown
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lesions, black hair with brown lesions, markers, white residues on the lesion, and hard scenes for the lesion. These

factors can all pose significant challenges for accurate skin lesion segmentation. In order to improve segmentation

performance, it is important to address these challenges and develop methods that can effectively handle the

various types of noise and variability present in skin lesion images. Some factors affecting lesion skin images are

as follows:

Illumination: the skin color is affected by the level of illumination (shadows, nonwhite lights, and whether the

image was captured indoors or outdoors).

Camera equipment: the sensor quality of the camera directly impacts the color image.

Ethnicity: people across different regions, as well as ethnic groups, have different skin colors.

Individual characteristics: age and working environment also influence skin color.

Other factors: background, makeup, or glasses also affect skin color.

Figure 1 illustrates some examples from skin lesion datasets with poor quality input images containing hair, noise

from light, and resistance images. Moreover, the limited quantity of available images decreases the accuracy of

skin segmentation. Prior studies have attempted to address these challenges by applying preprocessing steps to

improve the quality of the input datasets. These preprocessing algorithms include resizing the input images,

removing black hair, eliminating markers, and processing nondominant lesions and ink spots to enhance

segmentation accuracy. However, these preprocessing steps can also increase the computational load on the

system and prolong the processing time. In addition, if not carefully implemented, preprocessing algorithms can

result in a loss of critical features from the input data.

Figure 1. Some skin lesion images with noise.

Another difficulty of skin lesion segmentation is uncertainty at the boundaries of the lesion, as described in Figure

2.
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Figure 2. Uncertainty at the boundaries of the lesion.

Dermoscopy is a technique used to enhance the information obtained from skin lesions. By using a dermatoscope,

information about the lesion can be seen more clearly, such as the presence of structures, colors, and patterns.

However, even with dermoscopy, accurately delineating the boundary of the lesion remains a challenge, as well as

determining the difference between healthy and lesion skin. These challenges highlight the need for further

improvement in skin lesion segmentation techniques. Some prior studies tried to handle this problem. They used

traditional segmentation methods, namely thresholding, colour-based segmentation algorithms, discontinuity-based

segmentation, and region-based segmentation. Thresholding determines the threshold and divides the pixels into

groups . Color-based segmentation algorithms are based on color-discrimination segment images according to

principle components and spherical coordinate transforms . Discontinuity-based segmentation uses radial

searching techniques or Laplacian or Gaussian zero crossing for segmentation . Region-based segmentation 

splits an image into small parts and segments by statistical region merging and multiregion growing. Recently,

deep learning models have been published to perform skin segmentation. U-net is an example that is constructed

with decoder and encoder paths . Due to its simplicity and effectiveness, the u-net architecture was proposed in

2015 for biomedical image segmentation and has been considered state-of-the-art in this field ever since.

Moreover, DeeplabV3 probes convolutional features at multiple scales corresponding to image-level features that

encode the global context . The feature pyramid network (FPN) is the most popular model for segmentation. It

was designed with a pyramid of features to learn features at low and high resolutions . E-net was designed from

the ground up specifically for segmentation . Mask R-CNN, which was introduced in 2017, has shown superior

performance in instance segmentation tasks, where the goal is to detect and segment objects within an image .

The basic structure of all of these deep learning models consists of two main parts: an encoder and a decoder, also

known as autoencoders. The encoder takes an input and maps it to a lower-dimensional representation, also

known as a bottleneck. The decoder then takes this lower-dimensional representation and reconstructs the original

input as closely as possible. The bottleneck is a crucial part of an autoencoder, as it forces the network to learn a

compressed representation of the input data. This compressed representation can be used for various downstream

tasks, such as clustering, classification, or anomaly detection. Autoencoders have several applications in various

fields, such as the segmentation of images, language generation, translation, and sentiment analysis. In addition,

autoencoders can be used for feature extraction, where the bottleneck is used to extract the most important
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features of the input data. This is particularly useful in domains such as computer vision and signal processing,

where the input data can be highly dimensional. Although these models have primarily focused on improving the

quality of datasets and segmentation efficiency for skin lesion segmentation, some of these studies have relied

heavily on color cues, which can limit performance and lead to bias related to skin tones. Additionally, the

availability of powerful GPUs has enabled more efficient deep learning processes. However, deep models with

large numbers of parameters can be computationally intensive and impractical for use on personal computers.

Therefore, there is a growing need for a lightweight model with fewer parameters that can be easily run on a

personal computer. This problem is considered a subset of object segmentation and has been less addressed in

previous studies.

2. Implement Deep Learning for Segmentation

Traditional machine learning and deep learning methods are the two main approaches to skin lesion segmentation.

For example, the authors used an ant colony as the traditional machine learning method to extract three lesion

features: texture, color, and geometrical properties. They then used the K-nearest neighbour (KNN) technique to

segment skin lesions . Jaisakthi et al.  introduced combining the grab–cut algorithm and KNN for skin lesion

segmentation. Adjed et al.  proposed the use of wavelet transforms and curvelet transforms to extract features,

and then used SVM to classify skin lesion. Arroyo et al.  presented fuzzy histogram thresholding for segmenting

skin lesions. Do et al.  applied hierarchical segmentation for skin lesion segmentation. Alfed et al.  integrated

the HOG and SVM methods for skin lesion segmentation. Zhou et al.  segmented skin lesions using a gradient

flow-based algorithm. Although these traditional machine learning methods can segment skin lesions, these

methods need help with large datasets.

In truth, the development of computers and available big data urged researchers to implement deep learning for

segmentation. Deep learning methods have achieved better performances in skin lesion segmentation. U-net,

which is built upon FCNs with encoder and decoder paths, was considered as the state-of-the-art model for image

segmentation. the total number of parameters in the u-net mode is approximately 31.03 million. The success of u-

net in image segmentation led to the development of several updated models that built upon its architecture and

introduced further advancements. For instance, DenseNetUnet  was built with numerous dilated convolutions

with different atrous rates to observe a wide field of vision and utilized an attention mechanism with a better

performance than that of u-net. The cons of the DenseUnet model are its huge number of parameters (it has

251.84 million parameters). Another example, called u-net 3+, is a modification of u-net that utilizes comprehensive

skip connections and deep supervision . The full-scale skip connections combine low-level details with high-level

semantics from feature maps in multiple sizes. ResUnet++ is an extension of the u-net architecture that

incorporates residual connections in the encoder and the decoder paths . DoubleU-Net is another variant of the

u-net architecture that includes Atrous Spatial Pyramid Pooling (ASPP) to selectively highlight contextual features

. Deep Residual u-net is a variant of the u-net architecture that contains residual connections and deep

supervision to improve segmentation accuracy . Furthermore, mask-RCNN is also a recent state-of-the-art

model for segmentation. A mask-RCNN architecture includes an extension of a faster R-CNN that combines an
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existing path for bounding box identification with an approach for estimating an object mask. Segnet uses pooling

in upsampling path indices calculated in the maximum pooling stage of the matching downsampling path . VGG-

16 focuses on an increased depth with a small filter size that has 138 million parameters . Laddernet has skip

connections between each pair of adjacent upsampling and downsampling paths in each level and many pairings

of downsampling and upsampling paths. Deeplab v3 is NMF with an L0-constraint on the H columns (NMF L0-H)

. The total number of parameters in Deep lab v3 is 43.9 million parameters. Inception V3 utilizes a small filter

size and has better feature representation . The AASC model also has empirical results for skin lesion

segmentation . Recently, a novel boundary-aware transformer (BAT) has also shown impressive results for skin

segmentation based on the development of transformer-based systems and a boundary-wise level of knowledge

. When comparing the diagnostic accuracy of an experienced dermatologist, a clinician with minimal

dermoscopy training, and a computer-aided diagnosis, it was found that the former two had lower sensitivity (69%)

than the computer (92%) . Overall, these deep learning methods perform better skin segmentation than

traditional machine learning methods, but the model sizes are large with computational complexity. Thus, these

deep learning models have slow training and inference times. Furthermore, these models require significant

preprocessing to handle varying input sizes. These deep learning models are prone to overfitting when the training

dataset is small.
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