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Neural networks have made big strides in image classification. Convolutional neural networks (CNN) work successfully to

run neural networks on direct images. Handwritten character recognition (HCR) is now a very powerful tool to detect traffic

signals, translate language, and extract information from documents, etc. Although handwritten character recognition

technology is in use in the industry, present accuracy is not outstanding, which compromises both performance and

usability.
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1. Introduction

Handwriting is the most typical and systematic way of recording facts and information. The handwriting of an individual is

idiosyncratic and unique to individual people. The capability of software or a device to recognize and analyze human

handwriting in any language is called a handwritten character recognition (HCR) system. Recognition can be performed

from both online and offline handwriting. In recent years, applications of handwriting recognition are thriving, widely used

in reading postal addresses, language translation, bank forms and check amounts, digital libraries, keyword spotting, and

traffic sign detection.

Image acquisition, preprocessing, segmentation, feature extraction, and classification are the typical processes of an HCR

system, as shown in Figure 1. The initial step is to receive an image form of handwritten characters, which is recognized

as image acquisition that will proceed as an input to preprocessing. In preprocessing, distortions of the scanned images

are removed and converted into binary images. Afterward, in the segmentation step, each character is divided into sub

images. Then, it will extract every characteristic of the features from each image of the character. This stage is especially

important for the last step of the HCR system, which is called classification . Based on classification accuracy and

different approaches to recognize the images, there are many classification methods, i.e., convolutional neural networks

(CNNs), support vector machines (SVMs), recurrent neural networks (RNNs), deep belief networks, deep Boltzmann

machines, and K-nearest neighbor (KNN) .

Figure 1. Representation of a common handwritten character recognition (HCR) system.

A subclass of machine learning comprises neural networks (NNs), which are information-processing methods inspired by

the biological process of the human brain. Figure 2 represents the basic neural network. The number of layers is

indicated by deep learning in a neural network. Neurons, being the information-processing element, build the foundation

of neural networks that draws parallels from the biological neural network. Weights associated with the connection links,

bias, inputs, and outputs are the primary components of an NN. Every node is called a perceptron in a neural network

(NN) . Research is being conducted to obtain the best accuracy, but the accuracy using a CNN is not outstanding, which

compromises the performance and usability for handwritten character recognition. Hence, the aim is to obtain the highest

accuracy by introducing a handwritten character recognition (HCR) system using a CNN, which can automatically extract

the important features from the images better than multilayer perceptron (MLP) .
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Figure 2. Representation of a basic neural network (NN).

CNNs were first employed in 1980 . The conception of convolutional neural networks (CNNs) was motivated by the

human brain. People can identify objects from their childhood because they have seen hundreds of pictures of those

objects, which is why a child can guess an object that they have never seen before. CNNs work in a similar way. CNNs

used for analyzing visual images are a variation of an MLP deep neural network that is fully connected. Fully connected

means that each neuron in the layer is fully connected to all the neurons in the subsequent layer. Some of the renowned

CNN architectures are AlexNet (8 layers), VGG (16, 19 layers), GoogLeNet (22 layers), and ResNet (152 layers) . CNN

models can provide an excellent recognition result because they do not need to collect prior knowledge of designer

features. As for CNNs, they do not depend on the rotation of input images.

A CNN model has been broadly set for the HCR system, using the MNIST dataset. Such research has been carried out

for several years. A few researchers have found the accuracy to be up to 99% for the recognition of handwritten digits .

An experiment was carried out using a combination of multiple CNN models for MNIST digits and had 99.73% accuracy

. Afterward, for the same MNIST dataset, the recognition accuracy was improved to 99.77%, when this experiment of

the 7-net committee was extended to a 35-net committee . Niu and Suen minimized the structural risk by integrating

the SVM for the MNIST digit recognition and obtain the astonishing accuracy of 99.81% . Chinese handwritten

character recognition was investigated using a CNN . Recently, Alvear-Sandoval et al. worked on deep neural networks

(DNN) for MNIST and obtained a 0.19% error rate . Nevertheless, after a vigilant investigation, it has been observed

that the maximal recognition accuracy of the MNIST dataset can be attained by using only ensemble methods, as these

aid in improving the classification accuracy. However, there are tradeoffs, i.e., high computational cost and increased

testing complexity . A tailored CNN model is proposed which attains higher accuracy with light computational

complexity.

Research on HCR technology has been going on for long time now and it is in use by the industry, but the accuracy is low,

which compromises the usability and overall performance of the technology. Until now, the character recognition

technologies in use are still not very dependable and need more development to be deployed broadly for unfailing

applications. On this account, characters of the English alphabet and digit recognition are performed by proposing a

custom-tailored CNN model with two different datasets of handwritten images, i.e., Kaggle and MNIST, respectively, which

achieve higher accuracies. The important features of these proposed projects are as follows:

In the proposed CNN model, four 2D convolutional layers are kept the same and unchanged to obtain the maximum

comparable recognition accuracy into two different datasets, Kaggle and MNIST, for handwritten letters and digits,

respectively. This proves the versatility of the proposed model.

A custom-tailored, lightweight, high-accuracy CNN model (with four convolutional layers, three max-pooling layers, and

two dense layers) is proposed by keeping in mind that it should not overfit. Thus, the computational complexity of the

model is reduced.

Two different optimizers are used for each of the datasets, and three different learning rates (LRs) are used for each of

the optimizers to evaluate the best models of the twelve models designed. This suitable selection will assist the

research community in obtaining a deeper understanding of HCR.

To the best of the authors’ knowledge, the novelty of this is that no researchers to date have worked with the

classification report in such detail with a tailored CNN model generalized for both handwritten English alphabet and
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digit recognition. Moreover, the proposed CNN model gives above 99% recognition accuracy both in compact MNIST

digit datasets and in extensive Kaggle datasets for alphabets.

The distribution of the dataset is imbalanced. Hence, only the accuracy would be ineffectual in evaluating model

performance, so advanced performances are analyzed to a great extent with a classification report for the best two

proposed models for the Kaggle and MNIST datasets, respectively. Classification reports indicate the F1 score for each

of the 10 classes for digits (0–9) and each of the 26 classes for alphabet (A–Z). In the case of multiclass classification,

researchers examined averaging methods for the F1 score, resulting in different average scores, i.e., micro, macro,

and weighted average, which is another novelty of this proposed project.

2. Development of Techniques for Classifying Handwritten Characters and
Numerals or Digits

Many new techniques have been introduced in research papers to classify handwritten characters and numerals or digits.

Shallow networks have already shown promising results for handwriting recognition . Hinton et al.

investigated deep belief networks (DBN), which have three layers along with a grasping algorithm, and recorded an

accuracy of 98.75% for the MNIST dataset . Pham et al. improved the performance of recurrent neural networks

(RNNs), reducing the word error rate (WER) and character error rate (CER) by employing a regularization method of

dropout to recognize unconstrained handwriting .

The convolutional neural network (CNN) delivered a vast change as it delivers a state-of-the-art performance in HCR

accuracy . In 2003, for visual document analysis, a common CNN architecture was introduced by Simard et

al., which loosened the training of complex methods of neural networks . Wang et al. used multilayer CNNs for end-to-

end text recognition on benchmark datasets, e.g., street view text and ICDAR 2003, and accomplished brilliant results .

For scene text recognition, Shi et al. introduced a new approach, the conventional recurrent neural network (CRNN),

integrating both the deep CNN (DCNN) and recurrent neural network (RNN), and announced its superiority to traditional

methods of character recognition . For semantic segmentation, Badrinarayanan et al. proposed a deep convolutional

network architecture where the max-pooling layer was used to obtain good performance; the authors also compared their

model with current techniques. The segmentation architecture known as SegNet consists of a pixel-wise classification

layer, an encoder network, and a decoder network . In offline handwritten character recognition, CNN has shown

outstanding performance for different regional and international languages. Researchers have conducted studies on

Chinese handwritten text recognition ; Arabic language ; handwritten Urdu text recognition ; handwritten

Tamil character recognition ; Telugu character recognition ; and handwritten character recognition on Indic scripts

.

Gupta et al. used features extracted from a CNN in their model and recognized the informative local regions in  from

recent character images, accomplishing a recognition accuracy of 95.96% by applying a novel multi-objective optimization

framework for HCR which comprises handwritten Bangla numerals, handwritten Devanagari characters, and handwritten

English numerals. High performance of the CROHME dataset was observed in the work of Nguyen et al. . The author

employed a multiscale CNN for clustering handwritten mathematical expression (HME) and concluded by identifying that

their model can be improved by training the CNN with a combination of global, attentive, and max-pooling layers.

Recognition of word location in historical books, for example on Gutenberg’s Bible pages, is wisely addressed in the work

of Ziran et al.  by developing an R-CNN-based deep learning framework. Ptucha et al. introduced an intelligent

character recognition (ICR) system, logically using a conventional neural network . IAM datasets and French-language-

based RIMES lexicon datasets were used to evaluate the model, which reported a commendable result. The variance

between model parameters and hyper-parameters was highlighted in . The hyper-parameters include the number of

epochs, hidden units, hidden layers, learning rate (LR), kernel size, activation function, etc., which must be determined

before the training begins to determine the performance of the CNN . It is mentioned that, if the hyper-parameters are

chosen poorly, it can lead to a bad CNN performance. The total number of hyper-parameters of some CNN models are

27, 57, 78, and 150, respectively, for AlexNet , VGG-16 , GoogleNet , and ResNet-52 . To improve the

recognition performance, practicing researchers play an important role in the handwriting recognition field for designing

CNN parameters effectively. Tapotosh Ghosh et al. converted the images into black-and-white 28 × 28 forms with white as

the foreground color in  by approaching InceptionResNetV2, DenseNet121, and InceptionNetV3 using the CMATERdb

dataset.
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