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The field of automated machine learning (AutoML) has gained significant attention in recent years due to its ability

to automate the process of building and optimizing machine learning models.

big data management  stochastic data engineering  automated machine learning

1. Introduction

Automated Machine Learning (AutoML) can be applied to Big Data processing, management, and systems in

several ways. One way is by using AutoML to automatically optimize the performance of machine learning models

on large datasets. This can include selecting the most appropriate algorithm, tuning hyperparameters, and

selecting features. Another way is to use AutoML to automate the process of building and deploying machine

learning models in a big data environment. For example, AutoML can be used to automatically scale and distribute

models across a cluster of machines or to automatically select the best storage and processing options for a given

dataset. Additionally, AutoML can also be used for automating feature engineering on big data. This can help to

reduce the time and effort required to prepare large datasets for machine learning. Automated Machine Learning

(AutoML) refers to the process of automating the entire machine learning pipeline, from data preprocessing to

model selection, training, and deployment. There are several techniques used in AutoML to achieve this

automation. Some of the most common techniques include:

Hyperparameter tuning: This involves automatically searching for the best combination of hyperparameters for a

given machine-learning model. This can be done using techniques such as grid search, random search, or

Bayesian optimization.

Feature selection and engineering: AutoML can be used to automatically select the most relevant features for a

given dataset and to perform feature engineering tasks such as scaling, normalization, and dimensionality

reduction.

Model selection: AutoML can be used to automatically select the best machine learning model for a given

dataset. This can be done by comparing the performance of different models on the dataset, or by using

techniques such as ensembling or stacking to combine the predictions of multiple models.
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Neural Architecture Search (NAS): This is a subfield of AutoML that aims to automate the design of neural

network architectures. The goal is to find the best neural network architecture for a given task and dataset 

.

Automated Deployment: AutoML can be used to automate the process of deploying machine learning models

into production. This can include tasks such as model versioning, monitoring, and scaling.

Overall, the goal of AutoML is to make the process of building and deploying machine learning models faster,

easier, and more accessible to non-experts by automating many of the time-consuming and tedious tasks involved

in the machine learning pipeline.

2. Automated Machine Learning in Industry

Machine learning has become more widely applied in several industries in recent years. Businesses may be more

proactive and boost productivity by using industrial applications like defect detection  and predictive maintenance

. Patient data have aided in the treatment of complex diseases like multiple sclerosis and helped doctors

choose the most suitable drug in the healthcare industry, to reference . In the insurance and banking sectors, it is

feasible to forecast the risks involved with loan applications  and claims processing , allowing for the

automatic identification of fraudulent behaviours. Last but not least, improvements in sales and revenue forecasts

support supply chain optimization, according to .

It takes time and is prone to errors to manually build these actionable machine learning models that may have

economic value. Instead, the performance of several models should be assessed while considering diverse

methods, hyperparameter tuning, and feature selection into consideration. An ideal option for automation is this

incredibly iterative process. The data scientist may now focus on more creative tasks thanks to AutoML, which

frees them up from this tedious task and increases the value of the business. By using fast prototyping, new

business cases may be found, assessed, and validated.

In the real world, AutoML could provide many insights. Early feedback on the data’s appropriateness for

anticipating the given target may come by running a variety of models on the input data. There may be an

indication of insufficient predictive power in the data if there are several models built using a wide range of

methodologies and they perform similarly to the baseline. In theory, however, reliable models will be produced,

giving the data scientist the choice of using the best model that was generated or building an ensemble of several

models . The optimization of the feature set via AutoML has a by-product, too: A feature relevance estimate

based on the characteristics used as model inputs may be produced via statistical analysis of model quality.

3. Feature Engineering and Selection

Researchers have been driven to automate various steps in the machine learning pipeline as a result of the

problem of manual hyperparameter tuning , including feature engineering , meta-learning , architecture
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search , and full Combined Model Selection and Hyperparameter optimization .

Feature engineering: The research discusses the challenges associated with representation learning, feature

preprocessing, and selecting the best discriminating features for a given classification or regression task. Gaudel

and Sebag  approach feature engineering as a single-player game and train a reinforcement learning-based

agent to select the most beneficial traits. To do this, they first model the feature selection problem as a Markov

Decision Process (MDP). They also imply a connection between a reward and the eventual status generalization

error. The agent develops a tactic that reduces the overall generalization error. Overall, Gaudel’s and Sebag’s

approaches to feature engineering using reinforcement learning show promise in improving the performance of

classification and regression models by selecting the most informative features.

To find the most discriminating features, Explorekit  not only selects the features repeatedly but also creates

new candidate features. Katz et al. create unary features by using a single feature with normalization and

discrimination operations. They not only combine two or more features to create new candidates, but they also use

meta-features collected from the datasets and candidates to train a feature rank estimator. The feature with the

highest rank that improves classification accuracy beyond a certain threshold is added to the selected feature set in

each cycle.

The Learning Feature Engineering (LFE) approach is a technique aimed at reducing the computational cost

associated with iterative feature selection procedures by learning from previous trials the effectiveness of different

modifications. The primary objective of the LFE approach is to derive a discriminant feature representation that can

improve the performance of classification or regression models. Learning Feature Engineering (LFE)  learns

from previous trials the efficacy of a modification in order to minimize the computing cost of iterative feature

selection procedures. A discriminant feature representation is calculated after mapping the original feature space

with the best transformation.

An automated feature selection method based on regression is called AutoLearn . Filtering the initial features

and eliminating those that offer little information gain is the first step of the recommended method. Then feature

pairs are filtered based on distance correlation to remove dependent pairings. The new features are developed

based on the remaining pairs using ridge regression. The best characteristics are those that provide the most

stability and knowledge gain, according to . Gene expression data is one of the datasets with which AutoLearn

has been used.

4. Meta-Learning

By employing metadata about the problem at hand, such as the dataset and the available algorithms and their

settings, meta-learning techniques try to improve the performance of an AutoML system. The field is often applied

to itself by employing machine learning techniques to acquire and analyze this metainformation. The performance

statistics of straightforward algorithms frequently make up the metadata cited in , which is the metadata

connected with datasets.
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The goal of prediction of the learning curve is to develop a model that forecasts how much a learner’s performance

will improve with further training time . Another approach to this idea is to make an attempt to predict how long

an algorithm  will take to execute. It has occasionally been helpful to predict a ranking of the available algorithms

rather than forecasting absolute performance outcomes .

In the context of neural networks, meta-learners try to improve the optimizer of a deep or shallow (convolutional)

neural network (CNN) by automatically adjusting hyper-parameters to reach a minimum as rapidly as is practical.

The best hyperparameters for optimizing neural networks are found in , utilizing gradients and a Long Short-

Term Memory network . Similar to how Chen et al.  train an optimizer for fundamental synthetic functions

like Gaussian Processes. They demonstrate how the optimizer may be used to solve a wide range of black-box

problems. For instance, without accessing the gradients of the loss function relative to the hyperparameters, the

trained optimizer is used to change the hyperparameters of a Support Vector Machine .

5. Neural Architecture Search (NAS)

The design search literature investigates methods for robotically choosing neural network architectures without

human involvement. Neural Architecture Search by Hill-climbing (NASH) is recommended by Elsken et al. 

utilizing the local search. The method starts with a high-performance convolutional architecture that has been

trained, if possible (parent). The original parent network is then randomly subjected to two types of network

morphisms (transformations) in order to produce children with either a deeper or broader design. The young

architects are instructed, and the one who performs best moves on to the next level. The process repeats until the

validation’s accuracy reaches its maximum. Real et al.  indicate an evolutionary architecture search based on

pairwise comparisons within the population. The algorithm starts with an initial population as parents, and each

network goes through random mutations such as adding and removing convolutional layers and skipping

connections to produce offspring. The winning parent and offspring then perform a pairwise comparison, with the

losing parent and offspring being removed.

He et al.  search automatically for compressing a given CNN for mobile and embedded applications, in contrast

to evolutionary approaches, which ask for bigger and more exact structures. Their AutoML for Model Compression

(AMC) method directs a reinforcement learning agent to evaluate each layer’s sparsity ratio and compress each

layer one at a time. The issue of combined model selection and hyperparameter optimization, which can be

resolved by combining the aforementioned building pieces, is the main focus of this work. Ultimately, a thorough

solution determines the best machine-learning pipeline for unprocessed (raw) feature vectors in the shortest time

possible for a fixed quantity of computer resources. This has led to a number of Automated Machine Learning

(AutoML) contests since 2015 . To obtain excellent performance on unseen test data, a complete pipeline

includes data cleaning, feature engineering (selection and construction), model selection, hyperparameter

optimization, and finally the building of an ensemble of the best-trained models. A challenging challenge is

optimizing the entire machine learning pipeline, which is not necessarily differentiable end-to-end, and many

methods and procedures have been investigated.
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6. The CASH Problem

Theorem 1 (CASH Problem).

Given a machine learning model f and a dataset D, find the set of hyperparameters H that minimizes the expected

loss 𝐿(𝑓 (𝐷)), where L is a loss function that measures the performance of the model on the dataset. Formally, it

can be written as:

 

where 𝐻  is the optimal set of hyperparameters, and the expectation is taken over all possible datasets that could

be generated from the underlying data distribution.

The CASH problem is inherently difficult due to several factors. Firstly, the space of possible hyperparameters H for

a machine learning model can be extremely large and complex, leading to a combinatorial explosion in the number

of possible configurations to evaluate. Secondly, the optimal hyperparameters can be highly dependent on the

specific dataset D and the task at hand, making it difficult to find a “one-size-fits-all” set of hyperparameters. In

addition, evaluating the loss function L can be computationally expensive, especially when dealing with large and

complex models or datasets. This can limit the number of possible hyperparameter configurations that can be

evaluated, making it difficult to exhaustively search the space of possible hyperparameters.

7. Optimization Techniques

The most noteworthy example of the numerous techniques for optimizing hyperparameters is Bayesian

optimization , which is a crucial step towards resolving the CASH problem as a whole. Building a model of

projected loss and variance for each input is the goal. The model (or current belief) is updated using posteriori data

following each optimization step (hence the name Bayesian). A defined acquisition function trades off locations with

low predicted loss (exploitation) with those with significant variance to decide where to sample the next real loss

(exploration). Although Random Forests have been used to model the loss surface of the hyperparameters as a

Gaussian distribution in Sequential Model-based optimization for general Algorithm Configuration (SMAC)  and

the Tree-structured Parzen Estimator , Gaussian Processes are typically the preferred model in Bayesian

optimization.

Model-free techniques include Successive Halving , developed on Hyperband  exploits the progress of real-

time optimization to eliminate a collection of competing hyperparameter configurations throughout the course of a

whole optimization run, maybe with several restarts. Evolutionary strategies, which also permit perturbations of the

individual configurations during training , are a modest modification of this. Multiple iterations of the optimizer

may be unrolled in the particular situation when both the optimize and the optimizer are differentiable, and an

update for the hyperparameters can be calculated using gradient descent and backpropagation .

𝐻

∗
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8. Tiny Machine Learning

Additionally, there has been a growing interest in the field of Tiny Machine Learning (TinyML), which focuses on

implementing machine learning algorithms on resource-constrained devices such as IoT sensors and edge

devices. The researchers proposed an intelligent microprocessor integrating TinyML in Smart Hotels for rapid

accident prevention . Moreover, the researchers have conducted a comprehensive survey on the state-of-the-art

techniques and challenges in the field of Automated Machine Learning for TinyML . The survey provides an

overview of the various approaches used for model compression, acceleration, and quantization and their trade-

offs. It also highlights the challenges and future research directions in this field.

9. AutoML

Overall, AutoML is an active area of research, aimed at automating the process of model selection,

hyperparameter optimization, and feature engineering. Nagarajah and Poravi  provided a comprehensive review

of AutoML systems and highlighted their advantages and limitations. Bahri et al.  presented a state-of-the-art

review of AutoML with a focus on anomaly detection, challenges, and research directions. Remeseiro and Bolon-

Canedo  reviewed feature selection methods in medical applications. Isabona et al.  proposed a machine

learning-based boosted regression ensemble combined with hyperparameter tuning for optimal adaptive learning.

Guo et al.  presented a federated hyperparameter optimization approach for multi-institutional medical image

segmentation. Li et al.  proposed Hyper-Tune, an efficient hyperparameter tuning framework. Passos and

Mishra  provided a tutorial on automatic hyperparameter tuning of deep spectral modeling for regression and

classification tasks. Yu and Zhu  reviewed hyperparameter optimization algorithms and their applications. Bischl

et al.  provided an overview of the foundations, algorithms, best practices, and open challenges of

hyperparameter optimization. Sipper  conducted a large-scale study of hyperparameter tuning for machine

learning algorithms. Giotopoulos et al.  presented a neuro-fuzzy employee ranking system in the public sector

that incorporates machine learning techniques.

Although each of the preceding works has a lot to contribute to the field, they do not incorporate many different

parameters or methods as proposed here. Therefore, the contribution of this work is effective hyperparameter

optimization and training using various datasets, methods, and sampling schemes for accelerating training in large

datasets.
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