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Machine learning, particularly deep learning (DL), has become a central and state-of-the-art method for several

computer vision applications and remote sensing (RS) image processing. Researchers are continually trying to

improve the performance of the DL methods by developing new architectural designs of the networks and/or

developing new techniques, such as attention mechanisms. Since the attention mechanism has been proposed,

regardless of its type, it has been increasingly used for diverse RS applications to improve the performances of the

existing DL methods.
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1. Introduction

Remotely sensed images have been employed as the main data sources in many fields such as agriculture 

, urban planning  and disaster risk management , and have been shown as an effective and critical

tool to provide information. Accordingly, processing remote sensing (RS) images is crucial to extract the useful

information from them for such applications. RS image processing tasks include image classification, object

detection, change detection, and image fusion . Different processing methods were developed to address them,

and they aimed to improve the performance and accuracy of the methods to address RS image processing.

Machine learning methods such as support vector machines and ensemble classifiers (e.g., random forest and

gradient boosting) obtained fairly high accuracies for different RS processing tasks . In particular, deep

learning (DL) methods have recently become state-of-the-art methods in RS image processing and automatically

extracting the required information from RS images . Since DL has entered this field, researchers try to

improve the performance and increase its accuracy by developing new techniques and different architectural

designs, e.g., various convolutional neural networks (CNN) , generative adversarial networks (GAN) ,

graph neural networks (GNN) . Recently, the attention mechanism was proposed by Bahdanau, et al.  initially

for machine translation application, which aims to guide deep neural network methods by providing focus points

and highlighting the important features while minimizing the others. Thereafter, it was used in different applications,

including computer vision  and RS image processing . Accordingly, most of the studies reported an

increase in the performance of the DL methods when guided with attention mechanism .
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In recent years, researchers reviewed the developed/used DL methods in RS literature mostly from a general

perspective  or focusing on one application, e.g., image classification . Zhang, et al.  reviewed the DL

methods in RS big data processing and provided a technical tutorial on the state-of-the-art methods. Zhu, et al. 

reviewed the DL methods applied to RS data analysis and investigated the challenges of DL in RS applications.

They also provided a comprehensive list of resources for DL-RS data analysis. Li, et al.  conducted a survey

study on the developed DL methods for RS image classification. They also analyzed and compared the

performance of the different DL methods. In addition, the recent advances in DL for pixel-level image fusion were

reviewed by Li, et al. . Ma, et al.  conducted a systematic literature review on applications of the DL on RS

and they comprehensively reviewed and categorized DL methods. In addition, Niu, et al.  reviewed the different

architectural designs of the attention mechanism used in conjunction with DL from a general perspective and

provided some application domains. However, the effect of such a mechanism for DL methods in RS image

processing has not yet been reviewed and investigated. Accordingly, a systematic literature review is conducted in

this study by following a structured review on the DL methods with an embedded attention mechanism for RS

image processing applications. Thus, the literature is reviewed systematically to respond to the predefined

research questions rather than summarizing the papers. The main objective of this study is to extract the effect of

attention mechanism in the performance of deep learning-based RS (DL-RS) image processing. In addition, the

current trends, achievements and applications in publications, using attention mechanism-based DL (At-DL)

methods and RS image processing applications are extracted to provide insights and guidelines for future studies.

The rest of the paper is organized as follows. Background information regarding the attention mechanism, its

different types, and how it is being used in DL methods are provided in Section 2 . Section 3 presents and

describes the integration of attention mechanisms with different deep neural network architectures to address RS

image processing tasks. The steps of the executed systematic literature review are explained in Section 4 . Then,

Section 5 presents and visualizes the quantitative results and discusses them according to the defined research

questions, and reveals the effect of attention mechanism in the performance of the DL-RS image processing.

Finally, Section 6 concludes the paper.

2. Attention Mechanism in Deep Learning

The attention mechanism, like other neural network-based methods, tries to mimic the human brain/vision to

process data. Human vision does not process the entire image at once; however, it only focuses on the specific

parts. With this, the focused parts of the human view space are perceived in “high-resolution” while the

surroundings are in “low-resolution”. In other words, it gives higher weight to the relevant parts while minimizing the

irrelevant ones, giving them lower weights. This allows the brain to process and focus on the most important parts

precisely and efficiently, rather than processing the entire view space. This characteristic of human vision inspired

researchers to develop the attention mechanism. It was initially developed in 2014 for natural language processing

applications , since then it has been widely used for different applications , in particular, computer vision tasks

. Its potential to enhance mostly CNN-based methods has been reported . In addition, it has been used in

conjunction with recurrent neural network models , and graph neural networks . The main idea
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behind the attention mechanism is to give different weights to different information. Thus, giving higher weights to

relevant information attracts the attention of the DL model to them . Attention mechanism approaches can be

grouped based on four criteria ( Figure 1 ) :

Figure 1. An overview of typical attention mechanism approaches [21].

(i) The softness of attention: the initial attention mechanism proposed by  is a soft version, which is also known

as deterministic attention. This network considers all input elements (computes the average for each weight) to

compute the final context vector. The context vector is the high-dimensional vector representation of the input

elements or sequences of the input elements and in general the attention mechanism aims to add more contextual

information to compute the final context vector. However, hard attention, which is also known as stochastic

attention, randomly selects from the sample elements to compute the final context vector . This, therefore,

reduces the computational time. Furthermore, there is another categorization that is frequently used in computer

vision tasks and RS image processing, i.e., global and local attentions . Global attention is similar to soft

attention since it also considers all input elements. However, global attention simplifies soft attention by using the

output of the current time step rather than the prior one, while local attention is a combination of soft and hard

attentions. This approach considers a subset of input elements at a time, and thus, overcomes the limitation of

hard attention, i.e., being nondifferentiable, and in the meantime is less computationally expensive. (ii) Forms of

input features: attention mechanisms can be grouped based on their input requirements: item-wise and location-

wise. Item-wise attention requires inputs that are known to the model explicitly or produced with a preprocess 

. However, location-wise attention does not necessarily require known inputs, in this case, the model needs to

deal with input items that are difficult to distinguish. Due to the characteristics and features of the RS images and

targeted tasks, location-wise attention is commonly used for RS image processing . (iii) Input

representations: there are single-input and multi-input attention models . In addition, the general processing

procedure of the inputs also varies between the developed models. Most of the current attention networks work

with single-input, and the model processes them in two independent sequences (i.e., distinctive model). The co-

attention model is a multi-input attention network that parallelly implements the attention mechanism on two

different sources but finally merges them . This makes it suitable for change detection from RS images . A

self-attention network computes attentions only based on the model inputs, and thus, it decreases the dependence

on external information . This allows the model to perform better in images with complex background by

focusing more on targeted areas . Hierarchical attention mechanism computes weights from the original input

and different levels/scales of the inputs . This attention mechanism is also known as fine-grained attention for
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image classification . (iv) Output representations: single-output is the commonly used output representation in

attention mechanisms. It processes a single feature at a time and computes weight scores. There are also two

other multidimensional and multi-head attention mechanisms . Multi-head attention processes the inputs linearly

in multiple subsets, and finally merges them to compute the final attention weights , and is especially useful

when employing the attention mechanism in conjunction with CNN methods . Multidimensional attention,

which is mostly employed for natural language processing, computes weights based on matrix representation of

the features instead of vectors .

The above-explained attention mechanisms are the same in principle and are developed by researchers to adopt

or improve the basic attention mechanism for their tasks. In addition, not all of them have been used for computer

vision, and thus, RS image processing. In DL-based image processing, this mechanism is usually used to focus on

specific features (feature layers) or a certain location or aspect of an image . Accordingly, it can be

classified into two major types: channel and spatial attentions.

Figure 2. A simple illustration of the channel and spatial attention types/networks, and their effects on the feature

maps.

Figure 2 illustrates simple channel and spatial attention types: (a) The channel attention network aims to boost the

feature layers (channel) in the feature map that convey more important information and silence the other feature

layers (channels) ; (b) the spatial attention network highlights regions of interest in the feature space and covers up

the background regions. These two attention mechanisms can be used solely or combined within DL methods to

provide attention to both important feature layers and the location of the region of interest. Papers in this review

were classified according to these two types.

3. Deep Neural Network Architectures with Attention for RS
Image Processing
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In this section, we describe and provide examples of the four different deep neural network architectures (i.e.,

CNN, GAN, RNN, and GNN) that are improved using the attention mechanism to address RS image processing.

CNN is the main method that has been used for image processing in general, as well as RS applications. Both

spatial and channel attentions are embedded in CNN with different attention network designs. For CNNs the

channel attention is typically implemented after each convolution but the spatial attention is mostly added to the

end of the network . However, in UNet-based networks, spatial attention is usually added to each layer

of a decoding/upsampling section . Figure 3 shows an example of using spatial and channel attentions, in

particular co-attention network, in a Siamese model for building-based change detection . The proposed co-

attention network is based on an initial correlation process with a final attention module. For GAN networks which

are based on encoding and decoding modules, the process of adding attention networks is the same as of CNNs

that can be used in both adversarial and/or discrimination networks depending on the targeted tasks  ( Figure 4

).

Figure 3. An example of adding attention network (i.e., Co-attention) to a CNN module (i.e., Siamese network) for

building-based change detection [51]. CoA – Co-Attention module, At – Attention network, CR – Change Residual

module.
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Figure 4. An example of adding spatial and channel attentions to a GAN module for building detection from aerial

images [75]. A – max pooling layer; B – convolutional + batch normalization + rectified linear unit (ReLU) layers; C

– upsampling layer; D – concatenation operation; SA – spatial attention mechanism; CA – channel attention

mechanism; RS – reshape operation.

RNN is the first deep learning network that is improved by attention mechanism  for natural language processing

tasks. RNNs are not as popular as CNNs for image processing due to the inherent characteristics of the images.

However, RNN has been frequently used in conjunction with CNN for RS image processing . This also

allows the integration of the attention mechanism with RNN for RS applications. For example, Ref.  developed a

bidirectional RNN module to provide channel attention and add the outcome weights to the CNN-based module

which is supported with a spatial attention network for hyperspectral image classification ( Figure 5 ).
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Figure 5. An example of adding attention networks (i.e., spatial and channel attentions) to a RNN+CNN module for

hyperspectral image classification [79]. PCA – Principal Component Analysis.

GNN is another network architecture that has been employed in conjunction with CNN for RS image processing.

Hence, this mechanism is used to focus on the most important graph nodes of the network. A typical integration of

GNN with CNN is to implement a GNN after a CNN-based image segmentation to produce the final RS image

classification results . Accordingly, the attention network adjusts the weight for each graph node through the

graph convolutional layers ( Figure 6 ) .

Figure 6. An example of adding a attention network to a GNN module for multi-label RS image classification [82].

4. Results and Discussion
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At-DL methods entered RS image processing in 2018, while attention mechanism was developed in 2014 .

However, only since 2020, have most studies (i.e., 141 papers) employed this technique for different RS image

processing applications, which reveals a significant interest in the technique in recent years ( Figure 7 ). Just in

2021, 47 papers were published, knowing that the searches from the online databases were conducted in March

2021.

Figure 7. Year-wise classification of the papers and classified based on the used attention mechanism type.

Figure 8 shows the number of papers that employed the attention mechanism for each DL algorithm. Accordingly,

the convolutional neural networks (CNN) algorithm is the predominant DL method that was enhanced with an

attention mechanism to address RS image processing, which applied in 154 out of 176 reviewed papers 

. This is an expected result since CNN is the most frequently used DL method in general computer vision

and image processing. Recurrent neural networks (RNN), such as long-short term memories (LSTM) methods,

were the second most frequently used DL method supported by attention mechanism for RS image processing with

18 papers , this algorithm is also the first DL method that was improved with attention mechanism . In

addition, it was observed that most of the RNN methods were used in combination with CNN methods .

Generative adversarial networks (GAN) , Graph Neural Network (GNN) , and other DL methods

including capsule network  and autoencoders  were the other DL algorithms used in 12, 5, and 4 papers,

respectively.
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Figure 8. The improved DL algorithms with attention mechanism in the papers.

We investigated the performance of attention mechanism in DL methods for RS image processing in two manners;

(i) by extracting the overall accuracies of the used At-DL methods for RS image processing tasks ( Figure 9 ), and

(ii) comparing the overall accuracies of the produced results with and without attention mechanism in the papers (

Figure 10 ).

Figure 9. The produced accuracy of the developed At-DL methods for different tasks in the papers.
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Figure 10. The effect of the used attention mechanism within the DL algorithms in terms of accuracy rate for

different tasks in the papers.

External validity: This study reviewed the publications which employed At-DL methods for RS image processing

applications. However, all of the existing DL methods have not been improved with attention mechanism or have

not yet been used for RS image processing applications, and all the possible RS image processing applications

were not addressed with At-DL and thus not included or discussed in this study. In addition, we only reviewed the

publications that used At-DL for RS image processing applications, and thus, we cannot make judgments about the

use and the effect of the At-DL in a broader scope or other applications.
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