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Spam emails have become a pervasive issue, as internet users receive increasing amounts of unwanted or fake

emails. To combat this issue, automatic spam detection methods have been proposed, which aim to classify emails

into spam and non-spam categories. Machine learning techniques have been utilized for this task with considerable

success. 
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1. Introduction

With the increasing use of the internet and online social networks (OSNs) applications, communication and the

exchange of information among users have similarly increased. Along with this increased communication comes

the problem of spam, which is an issue that users of these applications frequently face. One of the most common

forms of spam is unsolicited emails or spam emails, which fill up email inboxes and take time for users to check

and delete . The problem of spam is not limited to just email but also affects other network applications . For

instance, users of social networking sites often receive unwanted messages or comments from fake accounts or

spammers. Such messages can be annoying, and harmful, and can lead to privacy breaches, identity theft, and

financial losses .

To address this problem, spam filtering software is developed and employed to detect and remove spam emails .

However, these filtering systems may not be accurate all the time and may mistakenly classify legitimate emails as

spam . This can lead to users missing out on important information or communication, such as important emails

for job offers, contracts to sign, important appointments, etc. Additionally, spammers can use various tactics to

bypass these filters and send malicious emails that are designed to deceive users into disclosing their personal

information, passwords, or financial details. Therefore, a robust and accurate spam detection method is necessary

to detect and prevent these threats .

2. Algorithms for Spam Detection

Over the last few years, optimization algorithms have been widely used for feature selection in spam email

detection methods. Numerous search studies have proposed several optimization-based spam detection

approaches, and their efficiency and powers have been widely analysed. For example, in Sokhangoee and , a

spam detection method based on association-rule mining and a genetic algorithm is proposed. The method

achieved high accuracy in detecting spam emails, though it was suffering from high computational complexity. In
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contrast,  proposed a spam detection method based on the combination of the Harris Hawks Optimizer (HHO)

and the KNN classifier. The method has demonstrated promising results in terms of accuracy and processing time.

Though, the HHO algorithm by its nature is heavily dependent on the random initialization of its parameters, which

may impact its stability and reproducibility.

On the other hand  introduced a spam detection method based on the Horse Herd Optimization Algorithm (HOA)

with a KNN classifier. Their method gained high accuracy in detecting spam emails; nonetheless, its performance

could be heavily impacted by the sensitivity of the HOA algorithm, which comes from the nature of its parameter

settings.

Another attempt  proposed the use of the Symbiotic Organisms Search (SOS) algorithm in the spam email

detection mechanism. Their proposed approach has demonstrated high accuracy in detecting spam emails and

has performed well in contrast with other optimization-based approaches. Yet, the introduced computational cost

could be relatively high, which bounds its feasibility with a large-scale spam detection problem.

On the other hand, the authors in  suggested the use of the sine–cosine algorithm (SCA) in detecting spam

emails. The proposed approach has performed well in terms of accuracy and processing time. However, the

performance could be limited by the nature of the SCA algorithm’s sensitivity, due to the nature of its parameter

settings. Hence, such a method will not be a reliable option, especially when it comes to the highly sensitive nature

of the detection process of spam email filtering mechanisms.

The authors in  introduced the Water Cycle Optimization (WCO) algorithm in conjunction with Simulated

Annealing (SA) to be used in detecting spam emails. Though their proposed method has demonstrated high

accuracy in detecting spam emails, its computational complexity was relatively high.

From the presented methods and approaches, it can find out the potential use of optimization algorithms in spam

email detection. Though, their performance varies depending on specific algorithmic features, parameter settings,

and computational complexity. Additional research is therefore needed as a way to develop more efficient and

effective optimization-based spam detection methods.

In Table 1 a comparison of some of the common nature-inspired metaheuristic algorithms based on their

population, individual, and optimization strategies is listed. The evolutionary types of algorithms, such as genetic

algorithms and differential evaluation strategies, generally depend on the concept of natural selection to optimize

solutions over a population of individuals, while swarm-based algorithms, such as particle swarm optimization and

firefly algorithms, mimic the collective behaviour of social swarms to optimize the given solutions. Physical-based

algorithms, such as simulated annealing and harmony search, are inspired by physical phenomena like thermal

energy and musical harmony to optimize solutions. Other metaheuristic algorithms, such as grey wolf optimization

, the artificial bee colony algorithm, and the imperialist competitive algorithm, draw inspiration from various

sources to optimize solutions.

[9]

[10]

[11]

[12]

[13]

[14]



Algorithms for Spam Detection | Encyclopedia.pub

https://encyclopedia.pub/entry/50115 3/7

Table 1. Comparison of the nature-inspired metaheuristic algorithms.

It is important to note that the choice of a metaheuristic algorithm is heavily dependent on the specific optimization

problem at hand. For instance, swarm-based algorithms are often used for optimization problems that require the

exploration of a large search space, while physical-based algorithms are often used for optimization problems that

require the optimization of a continuous function. In addition, hybrid metaheuristic algorithms that combine different

techniques from different categories have been proposed to achieve better performance in optimization problems.

In order to demonstrate some of the key analysis aspects that could be used in comparing optimization techniques,

below are some analysis points that could be used to highlight the competency of the related works:

Performance comparison: In addition to listing the strengths and weaknesses of each algorithm, this comparison

can be performed based on various metrics such as accuracy, precision, recall, F1 score, etc. The comparison can

also be performed on different datasets to evaluate the generalizability of the algorithms.

Impact of feature selection: Many of the algorithms mentioned in the related works section use feature selection

techniques to improve the accuracy of spam detection. This analysis could demonstrate the impact of feature

selection on the performance of the algorithms. This analysis could also include a comparison of the performance

of algorithms with and without feature selection and compare different feature selection techniques.

Analysis of false positives and false negatives: False positives and false negatives are common errors in spam

detection. An analysis of the false positives and false negatives generated by each algorithm could be used on

each of these algorithms to compare and contrast them. This analysis could help identify the specific types of

emails that are misclassified by each algorithm and suggest improvements to reduce these errors.

Robustness analysis: The robustness of the algorithms could be analysed by testing their performance under

different scenarios such as varying spam densities, different types of spam, and changes in the email dataset.

This analysis could help evaluate the generalizability of the algorithms and identify scenarios where they may

not perform well.
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Comparison with traditional spam detection methods: Such a comparison could compare the performance of

the optimization algorithms with traditional rule-based and content-based spam detection methods. This

comparison could help evaluate the effectiveness of optimization algorithms in improving the accuracy of spam

detection.

Analysis of computational efficiency: Optimization algorithms can be computationally expensive, especially

when dealing with large datasets. The computational efficiency of each algorithm could be analysed and

compared with their run times on different datasets. This analysis could help identify the most efficient

algorithms and suggest improvements to reduce their computational cost.

On the other hand, the DO is a relatively new optimization algorithm that has been applied to various

optimization problems, including feature selection and classification tasks, which has the potential to be used for

spam detection. As with any other optimization algorithm, DO has some limitations, which are listed as follows:

Premature Convergence: DO tends to converge prematurely to local optima, which can result in suboptimal

solutions . This is a common problem in many optimization algorithms and the DO algorithm is no exception.

Sensitivity to Initialization: DO’s performance can be sensitive to the initial population’s quality and diversity .

Poor initialization can lead to premature convergence, while good initialization can improve the algorithm’s

performance.

Lack of Diversity: DO does not have mechanisms to maintain population diversity, which can cause premature

convergence and limit the algorithm’s exploration capabilities .

Limited Search Space Exploration: DO’s search capabilities are limited, as it only explores a small portion of the

search space at each iteration. This can result in suboptimal solutions and can make it difficult to find the global

optimum .

Computational Complexity: DO’s computational complexity can be high, particularly for large-scale problems.

The algorithm involves evaluating fitness functions, which can be computationally expensive, and the

algorithm’s complexity can increase with the problem’s dimensionality .

Lack of Theoretical Analysis: DO’s theoretical analysis is still limited, and there are few theoretical guarantees of

its convergence and performance under different conditions. This makes it difficult to understand the algorithm’s

behaviour and to design effective parameter settings .

In summarizing the performance evaluation of the DO algorithm, it has exhibited encouraging outcomes in certain

applications; however, researchers need to acknowledge its limitations and drawbacks when considering its

application to their specific optimization problems. To enhance the algorithm’s effectiveness, researchers should

investigate strategies to address and overcome these limitations.
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While many optimization techniques have been utilized in the literature for feature selection in spam email

detection, the No Free Lunch Theorem (NFL)  suggests that no single solution can be applied to all problems

and outperform all other algorithms. Hence, researchers continue to investigate the use of the most recent

optimization algorithms for spam email detection, including DO.

Table 2 provides a summary of several optimization algorithms, including the Particle Swarm Optimization (PSO),

the Genetic Algorithm (GA), Ant Colony Optimization (ACO), the Artificial Bee Colony (ABC), Hill Climbing,

Simulated Annealing, and Tabu Search. The strengths and weaknesses of each algorithm are listed, as well as

their effectiveness in email spam detection. The table suggests that PSO, GA, ACO, and ABC have shown

promising results in email spam detection, particularly for feature selection and email classification. However, each

algorithm has its limitations and requires careful parameter tuning for optimal performance. Hill Climbing, Simulated

Annealing, and Tabu Search have been used successfully for email classification but may not be as effective as

other optimization algorithms for feature selection. Overall, the table provides a useful reference for researchers to

choose an appropriate optimization algorithm for their email spam detection problem based on their specific

requirements and constraints.

Table 2. Summary of optimization algorithms application in email spam detection.
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Optimization
Algorithm Description Strengths Weaknesses

Effectiveness in
Email Spam
Detection

Particle
Swarm

Optimization
(PSO)

A population-based
optimization algorithm that
involves particles moving

around in the search
space to find the best

solution.

Good for feature
selection, can
handle high-
dimensional
data, easy to
implement.

Can become stuck
in local optima,

sensitive to
parameter
settings.

Has shown
promising results in

email spam
detection, particularly
for feature selection

and email
classification.

Genetic
Algorithm

(GA)

A population-based
optimization algorithm that

involves creating a
population of potential

solutions and then
applying selection,

crossover, and mutation
operations to evolve the

population over
generations.

Can handle non-
linear and non-

convex problems
and can find

multiple optimal
solutions.

Can be slow,
requires careful

parameter tuning,
and may suffer
from premature
convergence.

Has been used
successfully for

email spam
detection, particularly

for email
classification.

Ant Colony
Optimization

(ACO)

An optimization algorithm
that uses pheromone trails

to guide the search
process.

Good for feature
selection, can
handle high-
dimensional

data, and can

Can be slow,
sensitive to
parameter

settings, and may
suffer from

Has shown
promising results in

email spam
detection, particularly
for feature selection
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find global
optima.

premature
convergence.

and email
classification.

Artificial Bee
Colony (ABC)

An optimization algorithm
that involves employed

bees, onlooker bees, and
scout bees to explore the

search space.

Good for finding
global optima,

easy to
implement.

Can be slow,
sensitive to
parameter

settings, and could
suffer from
premature

convergence.

Has been used
successfully for

email spam
detection, particularly

for email
classification.

Hill Climbing

A local search algorithm
that iteratively improves
the current solution by

making small changes to
it.

Simple and fast,
can handle large

datasets.

Can become stuck
in local optima and

could not find
global optima.

Has been used
successfully for

email classification
but may not be as
effective as other

optimization
algorithms for feature

selection.

Simulated
Annealing

An optimization algorithm
that starts with a high

“temperature” and then
gradually decreases it to

find the best solution.

Able to find
global optima,
and manage
noisy data.

Can be slow, and
sensitive to
parameter
settings.

Has been used
successfully for

email classification
but may not be as
effective as other

optimization
algorithms for feature

selection.

Tabu Search

A metaheuristic algorithm
that is based on the

concept of intensification
and diversification.

Able to solve
non-linear and

non-convex
problems, also
finding global

optima.

Can be slow and
requires careful

parameter tuning.

Has been used
successfully for

email classification
but may not be as
effective as other

optimization
algorithms for feature

selection.
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