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A combination of computational intelligence methods: identifying anomalies in network traffic by evaluating its self-

similarity, detecting and classifying cyberattacks in anomalies, and taking effective protection measures using Long Short-

Term Memory (LSTM) and Gated Recurrent Unit (GRU) cells.
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1. Introduction

World trends in information and telecommunication technologies based on digital methods of information transmission,

processing, storage, presentation, and protection consist in the mutual penetration and “merging” of information and

telecommunication systems not only at the level of technologies for their development and operation, but also their

structural and functional association. In this case, the term “data transmission network” (DTN) is widely used .

There is an integration and convergence of networks and services. This provides users with access to any service

available in multiple networks, due to the flexible possibilities for their processing and management. As a result, on the

one hand, the efficiency, reliability, economic benefits, and sustainability of the DTN operation increase. On the other

hand, it gives the malefactors the opportunity to act by implementing cyberattacks (CAs) .

There are many reasons why it becomes possible to implement CAs. It can be an operating system or other software that

has not been updated in time. In addition, outdated security features or vulnerabilities inherent in poorly protected network

protocols can lead to attacks. As a result, an attacker can perform various malicious actions, such as blocking network

communication, making unauthorized access to DTN devices, controlling traffic, changing network device parameters,

and other actions.

The category of dangerous services includes services whose placement on the perimeter carries increased risks: file

system access services, Remote Procedure Call (RPC), directory services, printers, virtualization system service

interfaces, Virtual Private Network (VPN), DTN-specific systems, network device services, Telnet, Secure Shell Protocol

(SSH), Remote Desktop Protocol (RDP), Virtual Network Computing (VNC), and others . In addition, it should be noted

that security flaws in service protocols that lead to traffic redirection and interception of network configuration information,

security flaws in the NetBIOS Name Service (NBNS) and Link-Local Multicast Name Resolution (LLMNR) protocols, as

well as the use of open (unsecured) data transfer protocols in modern DTNs, have a high level of risk . As practice

shows, the vast majority of successful CAs are based on the exploitation of vulnerabilities in some resources that should

not be available on the network perimeter .

This fully applies to information systems in the energy sector, built according to the Smart Grid (SG) concept. In

accordance with this concept, the priority areas for the development of DTN in the energy sector for the coming years

include :

widespread introduction at new and upgraded measurement points of intelligent measuring instruments—“smart”

meters with the function of remote control of the load profile of the measured line and measuring transducers with

standard communication interfaces and protocols that comply with information security standards;

installation at each large facility connected to the power grid, advanced automated information-measuring systems

operating in real-time;

creation of a wide network of integrated communications based on various communication lines;
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implementation of automated production management systems in energy companies.

The application of modern information technologies (ITs) makes it possible to significantly increase SGs operation

efficiency, making them more reliable and economical, which, in its turn, leads to a reduction in the cost of power

reproduced or distributed by them. However, at the same time, there are opportunities to influence SGs by various CAs. A

consequence of this impact is the appearance of anomalies in the SG network traffic .

Detecting CAs in SGs is quite a complex task. It is necessary to constantly monitor security and control network traffic in

order to detect anomalous activity in it. If traffic anomalies are detected, it is necessary to analyze a large number of

routes in the network, where sharp fluctuations in traffic, delays in its transmission, or large packet losses appear. At the

same time, a high quality of telecommunications service and application service should be ensured. All of this is the

motivation for finding and developing new methods and approaches for CAs detection in SGs. Such approaches in this

research include an approach that combines several methods of computational intelligence: the use of fractal analysis,

statistical methods, and machine learning.

It should be noted that a fairly large number of classification and prediction methods mostly related to anomaly detection

 are currently known and widely used. In particular, regression-based methods have performed well. These include

non-parametric regression and classification tree method (CART) , multivariate adaptive regression splines (MARS) 

, support vector regression (SVR)  and others. Regression-based methods demonstrate high classification and

prediction performance if their parameters are well-tuned. In some cases (for example, for MARS and SVR), it is proposed

to use genetic algorithms to adjust the regression parameters.

However, this does not allow one to speak about the possibility of early detection of CAs. Therefore, it is believed that the

most effective method of classification and prediction is the Long Short-Term Memory (LSTM) neural network algorithm.

The LSTM property of recurrence allows an Artificial Neural Network (ANN) to “refer” to the results of its work in the past,

to analyze predictions. Thus, the content of decisions made to protect SGs from CAs will depend not only on the results of

initial training of the LSTM network, but also on the results of further operation of this network in the flow .

The key parameter of fractal analysis is the Hurst exponent. This measure is used in the analysis of time series. The Hurst

exponent shows the amount of delay in the time series between two identical pairs of values. The bigger it is, the smaller

this parameter is. To find this parameter, it is first necessary to check the process under study for stationarity. The

presence or absence of stationarity of the process influences the choice of the algorithm by which the scaling index can

be calculated.

Fractal properties are more pronounced in non-stationary network traffic, which is predominant in SGs on large data

scales. On small amounts of data, or in application layer protocols of the TCP/IP (Transmission Control Protocol/Internet

Protocol) model, network traffic can be stationary and show less fractal properties. In this case, machine learning methods

are used for further analysis.

Thus, in order to detect and classify the CAs, first, it is necessary to determine whether the traffic is stationary or non-

stationary. Next, you should calculate the Hurst exponent (i.e., determine the presence of the self-similarity property in the

traffic). In the final stage, anomalies are detected and measures are developed to protect the SG using LSTM .

2. A Proactive Protection by Computational Intelligence Methods

Fractal analysis, which studies the properties of self-similarity, is currently in a phase of active development. Fractal

analysis is widely used for state monitoring problems, in which time series are investigated. For example,  proposes to

use the R/S analysis method to analyze the self-similarity of time series. The self-similarity properties of the Voice Over

Internet Protocol (VoIP) traffic are modeled and studied in . The fractal dimension, which is an additional measure with

respect to the Hurst exponent, is investigated in . The reasons explaining the presence of self-similarity properties in

telecommunication traffic are given in . However, the main area of research in all these papers, as a rule, is both VoIP-

telephony and economic systems.

At the same time, it should be noted that there are few practical experiments aimed at studying the fractal properties of

the network traffic in information and telecommunication systems. Among such works, researchers can single out works

. However,  considers the mobile communication traffic generated by cellular stations. The researchers

conclude that the properties of self-similarity are inherent not only in computer and telecommunications networks, but also

in the radio waves on which cellular stations operate. Self-similarity of motion is considered in . To detect it, it is
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proposed to use visual cues, which allow one to find similar areas on the motion graph. These areas allow one to identify

self-similar processes.

One of the first works, in which the main attention was paid to the self-similarity property of the network traffic, is the work

. It significantly changed the existing ideas about the processes taking place in information and telecommunication

networks. These issues will be discussed in more detail in the next section. In addition, researchers should mention some

works in which the mathematical models designed to describe self-similarity in network traffic have been proposed and

investigated . However, these works cannot be considered exhaustive, since they did not consider the issues of CA

detection. Consequently, researchers can assume that their work, on the one hand, further develops the theoretical

positions achieved in the study of the fractal properties of the network traffic. On the other hand, it develops the well-

known solutions further in the direction of creating a method that makes it possible to detect network traffic anomalies

caused by the impact of CAs.

At the same time, it should be noted that when considering threats to SG security, one should be guided by the following

two indicators that characterize these threats. The first indicator is the probability of the threat realization. The second

indicator is the potential damage that can be incurred by the power company in case of security threat realization .

Considering and combining these indicators, it is possible to substantiate the choice of the most acceptable threat models

for SGs and to create protection systems for them, in which the decisions made would allow one to minimize security

risks.

The first group  summarizes the techniques based on quantitative criteria. Thus,  proposes to use

the acceptable level of the possible damage from information and technical impact on SG resources and the assessment

of the profit factor from investments in protective measures as a measure to rank threat models. Quantitative methods

comply with the requirements of ISO 27,001 and 27,002, NIST, and COBIT IV . Although these methods take into

account the predetermined risk appetite, they do not consider the variability in the construction of the SG protection

system . In addition, one of the significant disadvantages of the aforementioned methods is the high cost and

complexity of their implementation . At the same time, the complexity of quantitative methods is due to the need to take

into account each potential security threat in the formation of options for counteracting CAs and developing solutions to

eliminate the consequences of CAs . For these purposes,  proposes to perform the ranking of security SG risks.

Although this technique is undoubtedly of interest, it contains a number of negative factors associated with the problem of

cloud resources.

The second group of methods  received the generally accepted name of qualitative methods. These methods

apply qualitative indicators and criteria for the characterization of SG security threats. The essence of qualitative methods

is the search for such a solution, in which the necessary balance is observed between the costs spent on building the

protection system and the effect achieved with its help. Such methods form a direction called Cost/Benefit Analysis. In

these methods, basically, different positions of the game theory, for example, matrix games are used. Speaking about the

disadvantages of qualitative methods, it is necessary to point out their comparatively high computational complexity. It is

due to the need to conduct a security risk analysis in order to make an economic justification for the introduction of

protection mechanisms and means for various threat models into SG protection systems. Methods using qualitative

criteria are similar in essence to the Facilitated Risk Analysis Process (FRAP) method .

The third approach  is an integrated one; it rationally combines the first and second groups of methods. Most

often, the methods of this group find their application in small and medium-sized energy companies. The disadvantages of

these methods include, as a rule, a very small amount of analytical data characterizing the potential damage under the

given models of CA realization, as well as insufficiently complete risk assessment.

Besides, the works  present a structured approach to assessing the threat model for information and

telecommunication resources (methods “CRAMM”, “MEHARI”). Here an integrated representation of the information

security threat parameters is performed, but the specificity of building the SG protection system is practically not

considered.

There is a well-known methodology for managing the information security system—Microsoft Security Assessment Tool

(MSAT) . This tool uses a mechanism for ranking threat models. In addition, the tool provides countermeasures for

SG security threats and evaluates their effectiveness. However, the tool is not scalable enough. That is why in SG it is

usually implemented in local computing networks or in companies with fewer than 1000 employees. The Risk

Management Guide  is the basis for this tool’s design and operation. Among the main functions performed by the tool,

in addition to risk assessment and decision support, one can include performance monitoring and evaluation .
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Thus, all the considered approaches to CA early detection and prediction are based either on an in-depth analysis of

possible risks (probable damage), or on a selective ranking of threats and defenses. In researchers' opinion, these

approaches are insufficient to protect SGs from CAs. For this reason, this research discusses the key points of building an

improved system for CA early detection, which can be called proactive. The proactivity of the system lies in the fact that it

implements anomaly detection in the network traffic, their identification, and classification based on fractal analysis

methods, and a neural network with a long short-term memory, which allows one to reduce risks in the implementation of

CAs. The consideration of the proposed system is architecture-oriented. On the one hand, it goes beyond an abstract

representation, and on the other hand, it does not pay much attention to technical details.
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