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Some concepts may be too difficult too understand in science, technology, engineering, and mathematics (STEM) fields

using the traditional pedagogies, namely addressing the relevant topics in lectures and tutorials. Haptic feedback, also

known as haptics, is the use of the sense of touch in a human–computer interface. A variety of possible applications are

made possible by the use of haptics, including the possibility of expanding the abilities of humans: increasing physical

strength, improving manual dexterity, augmenting the senses, and most fascinating, projecting human users into remote

or virtual environments.  
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1. VR Technology

There are many definitions for Virtual reality (VR). VR is investigated from different perspectives, such as technology,

interaction, immersion, semantics and philosophy . All of these perspectives are important when talking about

applications of VR in learning. For examples, Mütterlein  discusses the three pillars of VR, for example, immersion,

presence and interactivity, and investigates how they are interrelated. When considering the application of VR solutions in

learning, VR technology should support these three pillars as well as tackling sensory perception channels for multi-

sensory learning .

Immersive VR devices seek to place a user in a virtual environment. The best-studied solutions are VR Cave Automatic

Virtual Environment (CAVE) systems and head mounted displays (HMDs). Early HMD systems were seeking accurate

and fast tracking of the head rotation. It was necessary to solve the Motion-to-Photon (End-to-End) latency problem ,

because high latency does not allow full immersion. People can sense the delay and the artificial nature of the

environment. Nowadays this problem is largely solved, but some low-cost solutions, such as Google cardboard, still can

not provide full immersion; even worse, response lags and jittery movements may lead to motion sickness . The latter

can also affect users of high-end HMDs if these do not cater for individual needs .

Another step into enhancing the immersiveness is allowing six degrees of movement freedom that requires tracking not

only rotation, but also translation. The two approaches in use include outside-in and inside-out tracking. Outside-in

tracking uses external devices (for example, Oculus Rift external cameras ) to ensure head motion within tracked area.

The inside-out tracking adopts cameras inside HMDs to track movements.

The immersiveness is further enhanced by tracking body parts and even external devices (for example, pens, guns,

sports equipment). This is relevant for learning applications that require the learning by doing approach. Tracking is done

by using additional devices. The systems that could use such tracking are the outside-in systems. The inside-out systems

can track palms and fingers, using infrared cameras, but the use-cases are limited in comparison to outside-in tracking

systems. The additional trackers that are used in outside-in systems come in various dimensions and forms. For example,

the VR ink device  from Logitech uses a similar form as a normal pen. This device or similar ones could be used for

activities that require precision. Usage may span a wide range; a pen-like instrument could be used for such virtual

activities as cutting tissue for a surgical procedure or for learning to solder.

VR technology enables educators to provide comprehensive assistance, because the tracked students’ activities can be

used to give feedback in real-time or for briefing/debriefing purposes. Some recently introduced VR systems (for example,

HTC VIVE Pro Eye , HoloLens , …) also include eye tracking capabilities. Eye tracking makes it possible to

automatically adjust the interpupillary distance (IPD) and track the gaze of the user . Gaze tracking is used in many

areas and it might be important for learning applications as well .
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Providing haptic feedback in VR to make the experience more realistic has become a strong focus of research in recent

years . Haptic feedback has been shown to have an added value to extend immersiveness and add additional

dimension related to senses . Haptic experiences with VR, however, remain a challenge . Currently available VR

systems are mostly commercial applications and games, employing mostly hardware input. For example, the HaptX

Gloves provides true-contact haptics , with 133 points of tactile feedback per hand. Dexmo, a hand haptic device for

VR medical education by Dexta Robotics  is one of the few, existing, haptic VR learning systems. It uses force

feedback to enable user feelings of size and shape, and captures 11 degrees of freedom (DoF) of users’ hand motion.

However, most of the existing high fidelity haptic rendering devices are still relatively costly. For this reason, a few

frameworks exist to facilitate the integration of haptics with different applications. For instance, Interhaptics provides hand

interactions and haptic feedback integration for VR, mobile devices, and console applications .

2. AR Technology

AR superimposes virtual information over a user’s view of the surrounding environment, in such a way that this

information seems naturally part of the real environment . The main advantage over VR is that “AR connects users to

the people, locations and objects around them, rather than cutting them off from the surrounding environment” . This

effect has a big potential in education, as it is demonstrated in an increasing number notices .

While the performance of AR technology has increased steadily over time, the main components of the hardware have

stayed the same: sensors, processors, and displays. The role of the sensors is to provide information for tracking and

registration. This is mainly achieved through an optical camera, with or without the help of sensors such as Global

Positioning System (GPS), accelerometers, and gyroscopes. Optical tracking is categorised as marker-based, in which a

static image is recognised (such as a quick response (QR) code), or marker-less, in which natural features of the

surrounding environment are recognised. Other forms of tracking exist, but are much less common, such as acoustic,

electromagnetic or mechanic .

Displays are the most prominent part of the hardware and the most impactful for the end user. They are usually visual

ones, in the form of head mounted displays (HMD), handheld displays (HHD) or spatial AR (SAR) . Less common

forms of display are: tactile, audio and olfactory. Notably, audio displays are still much more common than tactile and

olfactory displays, as there are already consumer devices specifically aimed at audio AR . Input devices are often

considered as a separate category, ranging from keyboards to voice inputs.

Nowadays, due to their ubiquity and versatility, handheld devices, in the form of smartphones, have become the main

vehicle for AR experiences in many fields, including education , while hardware in smartphones has not changed

fundamentally in recent years (yet continued to advance gradually), software evolution has been much more prominent

(for example, see the work presented in ).

Regarding software in AR, besides the low-level software that powers sensors, processors and displays to perform their

tasks, higher-level software is used to enable creators to design different AR experiences. Depending on the technical

skills of the creator, and the business or educational needs, one can use AR software development kits (SDKs) such as

Vuforia, Wikitude, ARKit or ARCore, or all-in-one platforms, such as Cospaces Edu or EON Reality (which do not require

programming skills).

A search in the scientific one revealed no consistent existing research on exploiting AR in STEM education for fully-

immersive remote laboratory learning. Most surveys cover the whole spectrum of target groups, from early childhood

education to doctoral education. In general, AR is known to increase the understanding of the learning content, especially

in spatial structure and function, compared to other forms of media, such as books or video; to aid with long-term memory

retention, compared to non-AR experiences; to improve physical task performance, but also collaboration; to increase

student motivation, through providing satisfaction and fun to the activities . Use cases for education might be

transferable from non-educational, professional AR usage such as from application that counter information overload .

For how AR is supporting STEM education  showed that the majority of the developed applications were exploration

apps and simulation tools. At the same time, most were self-developed native applications, while the others used AR

development tools. Furthermore, the vast majority were marker-based and only a few were location-based. These existing

applications almost exclusively stimulate sight, leaving other senses unexplored. It was also surveyed what learning

outcomes were measured and how, concluding that are missing a deeper understanding of how AR learning experiences

take place in STEM environments .
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For AR in STEM recognises intensive notice in this area in recent years , although it still mainly addresses early

childhood education. It was categorised the advantages of applying AR in STEM: contribution to learner, educational

outcomes, student interaction and others. However, they also identified challenges. Most of these are owed to technical

problems (for example, weak detection of markers or GPS position). Other challenges include teachers’ resistance to

adopting the AR technology, in which the time required prolonged periods to develop high-quality content plays an

important role .

In contrast to VR, where it has somewhat established devices, both low-cost, low performance ones (Google Cardboard

and similar) and high-cost, high-performance ones (for example, Oculus Quest 2 or HTC Vive Pro 2), in AR that can rely

only on the first type. These are the smartphones, which can actually be considered zero-cost, since the vast majority of

the users already own one, and medium performance, since the a lot of effort has been put into developing high-

performing AR on these devices, by big players (Google, Apple). Their disadvantage, however, in virtual labs in STEM

education for example, is that (at least) one of the hands of the student is busy holding the smartphone, so haptic

interaction is limited.

More appropriate and powerful AR devices, as in AR glasses, are still to become mainstream. Google’s AR glasses,

launched for the general public in 2013, have been retired quickly, in 2015, and are now produced only for the enterprise

domain. Apple’s AR glasses have been rumoured to be released for several years now, so they are still to come. Other

brands of glasses, such as Moverio or Magic Leap One, have failed to become mainstream (at least in the sense that

Oculus or HTC Vive are in the VR world).

In the area of mixed reality (MR), a form of AR in which the interaction of the user with the virtual objects is more profound

, by far the best-known devices are Microsoft’s Hololens. These high-cost, high-performance devices have set a

standard for the mixed reality technology up until now.

3. Haptic Technology

Touch is one of the most reliable and robust senses, and is fundamental to the human memory and in discerning the

surrounding environment. In fact, touch provides more certainty than other senses, especially vision. To provide the user

with tactile information, haptic technology can be employed. Haptic feedback, also known as haptics, is the use of the

sense of touch in a human–computer interface. A variety of possible applications are made possible by the use of haptics,

including the possibility of expanding the abilities of humans : increasing physical strength, improving manual dexterity,

augmenting the senses, and most fascinating, projecting human users into remote or virtual environments. Haptic

technology is the key for achieving the tactile feedback experience of the VAKT model.

Early examples of haptic technology applied for gaining “touch” experience of the users through the sensation of forces,

vibration or motion can be found in .

Most of the haptic devices available on the market like the sigma.x, omega.x and delta.x series (Force Dimension, Swiss)

or the Phantom Premium (3D Systems Inc., USA)  are usually very accurate from a rendering perspective, and able to

provide a wide range of forces. However, such devices present a limited workspace with a high cost of production. The

pursuit for bigger workspaces and the possibility to achieve multi-contact interaction  lead researchers to the

development and design of exoskeletons, a type of haptic interface grounded to the body . Exoskeletons can be seen

as wearable haptic systems, however they are rather cumbersome and usually heavy to carry, reducing their applicability

and effectiveness.

To deal with these limitations, a new generation of wearable haptic interfaces have been investigated . Haptic thimbles

, haptic rings , and haptic armbands , have been designed for several applications, ranging from tele-

operation to VR or AR interaction. Most of the available wearable haptic interfaces are only capable of providing

cutaneous cues that indent and stretch the skin , and not kinaesthetic cues, for example, stimuli that act on skeleton,

muscles, and joints . Wearable haptic interfaces, providing only cutaneous stimuli, do not exhibit any unstable

behaviour due, for instance, to the presence of communication delay in the closed haptic loop . To close-loop control

the haptic feedback, the platform requires a cohesively integrated system. As a consequence, the haptic loop with

wearable tactile interfaces results to be intrinsically stable. Wearable haptic devices are light, portable and can be used in

combination to achieve multi-contact interaction . Moreover, it was recently demonstrated that wearable haptics can

also be used in virtual and mixed reality to alter the perception of physical proprieties of tangible objects including

stiffness, friction and shape perception .
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Most of the proposed devices are built combining rapid prototyping techniques with off-the-shelves components including

servomotors, vibromotors, programmable board and so on. This aspect can dramatically foster the diffusion of these

devices in “at home” scenarios. It can be imagined a future scenario where students could easily download, print and build

their own devices and access haptic contents available for the novel VAKT model of e-learning.

4. Evaluation, Assessment and Eye-Tracking Technology

Haptic feedback can be used to increase the degree of presence in a virtual environment, allowing one to touch and feel

virtual objects , which is very important for learning. Most scholars in educational research have acknowledged and

concur that there is a strong connection between assessment and student learning. Traditionally, evaluation and

assessment can be done using various methods such as: knowledge tests (for example, written multiple choice, open-

ended questions, oral examinations); practical knowledge evaluation and reports with narrative feedback or peer feedback

and portfolio containing reflections . However, Kreimeier et. al.  that how to assess and evaluate haptic feedback on

its task-based presence and performance in virtual reality for STEM education is still rarely discussed.

Many evaluation efforts often focus on the usability of VR . In particular areas, such as medical education, haptic-based

VR for learning has increasingly been adopted, for example for simulating surgeries. However, the evaluation part often

emphasises the overall impression on realism of the VR simulator, realism of tactile sensation, and other simulator

elements, for example, , while usability, acceptability and user experience assessment can be considered very

relevant, there is also a need for exploring what evaluation and assessment are possible for multi-sensory learning and

the use of VR. It was argued on the need for integrating immersive learning into the learning process. In this perspective,

it was showed a model proposing two evaluation measurements, for example, measuring outcome (knowledge and skills,

acquisition, and retention) and measuring experience (learner motivation, engagement, and immersion) to support

multisensory learning.

Moreover, the shift in education theories from behavioralist toward a constructivist perspective  assume that students

should be regarded as active learners of their own knowledge, skills, and competencies. It was suggested assessment

variations such as using social interaction, reflection and feedback involving peers and teacher both narrative/ oral

feedback and multi-source feedback, in addition to other assessment method such as portfolio or collection of student

products that reveal the achievements and efforts in specific areas. In fact, “simple” pass/fail decisions for learning

assessment are gradually changing the assessment environment encouraging students to be more responsible to

enhance their own learning . This shift further supports the idea of incorporating immersive learning into the learning

process.

Recently there are new developments and possibilities in combining eye-tracking with VR for usability and evaluation

ones. Previously, eye-tracking products have appeared as screen-based devices, eye-tracking webcam, or wearable

glasses. These devices have been applied in research and business settings to understand how humans interact with

systems, machines, and processes. Eye tracking has also been used for understanding media habits including

preferences and visual perception on various digital media devices , including in educational settings. By tracking gaze

behaviour, researchers can measure visual attention to specific elements .

Thus, not only VR and haptic technology are advancing, but the eye tracking capability has been combined with VR

technology. There are two variants in the market so far, for example, a VR device that has built-in eye-tracking

capabilities, for example HTC-Vive Pro Eye, and an independent eye-tracking device that can be mounted to existing VR

device. Through such eye-tracking enhanced VR, it is possible to obtain user tracking data that allow researchers to learn

about various behaviours with respect to the distribution of the visual attention within the virtual environment.

When taking the eye-tracking enhanced VR into learning context, different evaluation possibilities can be considered.

Considering Figure 1, the model suggests two evaluation measurements, i.e., measuring outcome (knowledge and skills,

acquisition, and retention) and measuring experience (learner motivation, engagement, and immersion). Instructors can

verify whether the expected behaviours are achieved, the right objects are seen touched or moved, whether unnecessary

distractions occur. There are many more criteria that can be used to evaluate the success of expected behaviour in the

virtual environment. Advanced visualisation techniques presenting visual attention data can be presented in many ways

such as heat-maps, as shown in Figure 2. Different eye-tracking metrics can be calculated from the raw data and have

been proposed, such as pupil diameter (mean of left and right), gaze entropy, fixation duration, and percentage of eyelid

closure to decide the importance objects seen by the eye-tracking users . The power of incorporating eye-tracking

into the multisensory learning case, lies especially on the capability to link kinesthetics/tactile, visual, and auditory
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feedback of the learners with virtual environment, and generate various data that can be evaluated after the learning

session.

Figure 1. Immersive learning maturity model.

Figure 2. Assessment and evaluation concept using VR with eye-tracking capability.

Instructors can predetermine some metrics to show successful sensory-based learning outcomes, for example, by linking

haptic feedback to a specific object in the virtual environment, such as objects that relate to eye-hand coordination .

Some scholars have used metrics such as task time, economy of motion, drops, instrument collisions, excessive

instrument force, instrument out of view, and master workspace range to assess perceived workload. Higher intensity in

particular object can be interpreted as perceived higher workload . One can even determine distracting elements that

push away user attention from their actual mission/learning points. Similar principles can be reused for integrating VR/AR

with haptics into STEM education.

The use of VR in combination with eyetracker can actually enrich the variations of learning assessment method and can

engage peers and teachers. For example, it can be done by projecting the virtual environment so that the peers and

teachers can observe together and provide feedback on how to improve the learning acquisition and documented for the

student’s own learning.

In , eye-tracking was combined with different information, such as audio, video, bio-metric data, and annotations to

improve planning, execution and assessment of demanding training operations, by adopting newly designed risk-

evaluation tools. This integration is the base for research on novel situational awareness (SA) assessment methodologies.

This can serve the industry for the purpose of improving operational effectiveness and safety through the use of

simulators. Such capability has the potential to be adopted for evaluation and assessment of the multi-sensory learning

process using VR and haptic technologies, both for measuring the outcome (knowledge and skills, acquisition, and

retention) and experience (learner motivation, engagement, and immersion).

VR-eye-tracking assessment can also be employed when seeking more understanding about visual attentions ,

decision making and judgement capability , and visual-driven emotional attention . The students can reflect their own

learning, perspective and other contextual factors that influence the learning stage. However, to be beneficial and

maximising the learning impacts, it is the task of the teacher and facilitator to formulate the assignments, imminence of

assessment, the design of the assessment system and the cues. In other words, no single solution what the best
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assessment systems would be, as the assessment itself really needs innovation and creativity and be anchored to the

overall course goal. 
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