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Forecasting has extreme importance in industry due to the numerous competitive advantages that it provides, allowing to

foresee what might happen and adjust management decisions accordingly. Industries increasingly use sensors, which allow

for large-scale data collection. Big datasets enable training, testing and application of complex predictive algorithms based on

machine learning models.
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1. Introduction

Advanced sensing technology, combined with high performance computing, help industries run with increasing reliability and

competitiveness.

Industries are striving to constantly improve industrial processes and equipment. Maintenance plays a fundamental role in this

field, being very important to prevent disruptions in production chains.

1.1. The Importance of Maintenance

Maintenance is a combination of technical and administrative activities required to maintain equipment, facilities, and other

physical assets. The goal is to maintain those assets in the desired operational condition, or restore them so that they can

fulfil their function with quality . The main objectives of a good maintenance policy are: safety, quality, cost reduction,

and availability . The optimization of those four objectives at the same time is challenging, since they often conflict with each

other. In those cases, it is the maintenance management’s responsibility to find the best compromise solution based on the

company’s strategic objectives.

Predictive maintenance is one of the fastest growing types of maintenance in the industry nowadays . It aims to predict the

occurrence of failures before they happen, using data from sensors and state-of-the-art augmented intelligence algorithms.

The algorithms are trained based on historical data, the operating condition of the assets is monitored, and the trends are

predicted in near real time.

Industrial systems currently use tens, hundreds, or thousands of sensors to collect data to be used primarily to monitor

processes and equipment condition .

Due to developments in data processing, along with storage algorithms and hardware, it is currently possible to store and

process large quantities of data to predict the future behaviour of equipment, thus making it possible to forecast failures in

advance .

The asset’s behaviour, after being observed and analyzed, can be predicted with state-of-the-art algorithms. Such techniques

have a positive impact on production reliability, security, availability and quality . It should also be noted that predictive

maintenance promotes environmental sustainability, as it contributes to reduce industrial downtimes, unnecessary

maintenance interventions, production surpluses, and non-conforming products .

1.2. Industry 4.0 in Maintenance

Industry 4.0 is a consequence of scientific and technological advances, including predictive maintenance.

The amount of data extracted from industrial processes has exponentially increased due to the rise of non-invasive sensing

technologies and decreasing hardware costs. However, it is essential to calibrate the sensors correctly, so that the acquired

data are reliable . Poor or incorrect data do not add value and can lead to prediction errors .

Analysis of reliable data with predictive computational techniques can avoid unnecessary equipment changes, save costs and

improve safety, availability, and efficiency of processes .
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1.3. Predictive Maintenance from an Economic Point of View

Maintenance was often seen as a source of unnecessary cost by industry, so it was often overlooked by companies.

Nowadays, the role of maintenance is better understood. It is considered a key factor for the success of companies, helping

them to reduce production costs and, consequently, increase profits .

Although applying predictive maintenance policies may involve significant costs, those costs are often less than the benefits

generated from a well-planned system .

Most devices involve an expensive hardware network, formed by many sensors for data collection and storage. In addition to

hardware, predictive maintenance requires additional costs for training staff, as well as analysing data and developing and

training prediction and classification methods.

By enabling more efficient, sustainable, and higher quality production, the application of predictive maintenance also affects

the company’s image in the market and contributes to increase its value.

Predictive maintenance can be applied to almost all industrial equipment. However, due to its high implementation costs,

technical and economic analyses must be performed before proceeding to modelling and deployment, namely determining the

criticality of the equipment in case of failure or anomaly, and the potential economic losses for the company.

According to François Monchy, the more expensive the unavailability of an equipment, the more important its maintenance

. In other words, direct and indirect costs of equipment unavailability along with the value generated by the equipment are

the most important factors to consider when choosing a maintenance policy.

The greatest advantage of predictive maintenance is that it can assess the current condition of any machine and predict when

it needs maintenance before a fault happens. With a properly implemented and updated maintenance policy, it is possible to

schedule equipment maintenance for times that will have the least impact in production schedule and deadlines, minimizing

disruptions in production lines and improving the quality of the items produced by the factory, contributing to the profitability

and sustainability of any company’s business.

1.4. Artificial Neural Networks

Artificial neural networks are machine learning models with interconnected nodes distributed over several layers. The

networks can be trained to recognize hidden patterns, to classify input samples into a few classes and to perform predictions.

This type of model was inspired by the human brain .

The neuron is the atomic unit of a neural network. When an input vector is given, the neuron provides an output which is a

function of the weighted average of the input vector’s coordinates. The neurons’ outputs can then be fed as inputs to other

neurons in the subsequent layers.

Optimization of neural networks is a challenging problem, and it has been the topic of many works .

Feed-forward (FF) neural networks are a type of neural network in which the data flow in a single direction, from input to

output, without any feedback. On the contrary, outputs in recurrent neural networks (RNN) can be fed back into the network,

allowing the network to remember past events and operate in non-episodic environments.

Multi-layer perceptron (MLP) is a type of FF neural network. It comprises three types of layers: one input layer, several hidden

layers, and one output layer. The main applications of MLP networks are pattern classification, recognition, and prediction .

As the computing power and big data increase, deep learning models are becoming more popular in several fields of science.

Deep models are characterized by containing several layers, while shallow models rarely have more than three layers. For

instance, deep networks are the preferred architecture in object detection or classification problems. Shallow neural networks

are more adequate for prediction problems. Despite many clear distinctions between deep and shallow neural networks, some

techniques developed for deep learning can help improving shallow models, and vice versa .

The importance of the present work is reinforced by several authors that have emphasized the necessity to change the focus

from short-term (15 days) maintenance policies to long-term ones (90 days). The importance of these contributions

corresponds to the increase of equipment’s availability, which permits increased productivity and, at last, the success of the

company .
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1.5. XGboost and Random Forest

XGBoost is a scalable and highly accurate implementation of gradient boosting that pushes the limits of computing power for

boosted tree algorithms, being built largely for energizing machine learning model performance and computational speed .

Random forest is also a popular and effective ensemble machine learning algorithm. It is widely used for classification and

regression predictive modeling problems .

2. Neural Networks for Prediction and Classification

This section reviews relevant works using neural networks for prediction and classification, namely in the field of predictive

maintenance.

Rodrigues et al. used a neural network to predict and classify the degradation state of diesel engine oils from laboratory

analysis data on 21 oil parameters, achieving an accuracy over 90% .

Effective maintenance is essential to keep assets at maximum availability and accident free. For these reasons, Bukhsh et al.

developed a model to predict the need for railway maintenance .

Elhag and Wang presented an application of artificial neural networks to assess bridge risk by computing their risk scores and

categories .

Balluff and his team developed a model to predict wind speed and pressure through recurrent neural networks .

Deepika and Prakash predicted the power consumption of a virtual machine with the help of backwards predictive analytics

using a multi-layer perceptron, achieving a 91% accuracy .

Hongxiang et al. developed an algorithm using artificial neural networks (ANNs) to analyze spectroscopy data from lubricant

oils. Results proved that ANNs can be used to classify distinct types of lubricants and to distinguish routine conditions of a

diesel engine from operating conditions .

An algorithm based on a multi-layer feed-forward neural network model was developed to control a steel pickling process in

several simulation cases .

Okoh et al. presented an approach to determine when a system needs to undergo maintenance, repair, and overhaul, before

a failure occurs. One of the main innovations of this project is that forecasts were made in the long-term .

One of the main challenges of maintenance is to increase the availability of equipment and, hence, it is important to prognose

failures before they happen. Makridis et al. presented a machine learning approach for detecting anomalies from data

collected through sensors installed on vessels, predicting the condition of specific parts of the vessels’ main engine .

In 2021, Zhagparov et al. proposed a solution to automate the prediction of grain yield based on machine learning using the

XGBRegressor algorithm on the territory of the Republic of Kazakhstan. Comparisons were made with linear regression and

decision tree regressor algorithms .

Dong et al., in 2020, developed a prediction model based on the XGBoost algorithm that considers all potential influential

factors simultaneously; the objective of this model was to predict the electrical resistivity based on an experimental database

.

In summary, according to the authors referred, among others, neural networks have high prediction accuracy and can improve

support in decision making .

3. Condition Monitoring in Paper Press

Condition monitoring plays a central role in the maintenance of paper machines; the main objective is to maximize the

availability and reduce the costs of these manufacturing units and to prevent unexpected damage or mechanical breakdowns.

The results of the tests by Suomela et al. in 2002 make it clear that thermal imaging combined with adaptive drive has great

potential for monitoring paper machine components .
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The work by Bissessur et al. features the ability to detect faults and provide early warning of impending problems based on

collected vibration data and pre-processing spectra. These data processed by a neural network provide an instant decision

about the state of the felt that is monitored. This method can be extended to diagnose faults in a wide range of mechanical

and rotating equipment in industries .

Mateus et al. developed predictive models based on long-term deep memory neural networks applied to a dataset of sensor

readings. The results show that it is possible to predict future behaviour up to a month in advance with reasonable confidence

(errors in general inferior to 10%) using long short-term memory and gated recurrent unit deep neural networks .
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