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Communication is an essential part of life, without which life would be very difficult. Each living being in the world

communicates in their own way. American Sign Language (ASL) is a sign language used by deaf and hearing

impaired people in the United States and Canada, devised in part by Thomas Hopkins Gallaudet and Laurent Clerc

based on sign language in France.
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1. Introduction

Communication is an essential part of life, without which life would be very difficult. Each living being in the world

communicates in their own way. We, as human beings, usually communicate by speaking a language. However,

there is an exception; for example, people with deaf symptoms and and hearing impairment. They use signs to

communicate among themselves (i.e., deaf to deaf or deaf to impaired hearing). Over a period of time, these signs

became a language. Just like all other languages, American Sign Language (ASL) also has its own syntax and

semantics . One must follow its syntax and semantics to communicate correctly and efficiently. Also, for

communication to be successful, it is important to understand what is being communicated. Most people who do

not have these disabilities are not aware of these signs, how to use them, or the meaning of the different signs.

This could be because of lack of knowledge. As a result, they struggle to communicate with deaf and hearing-

impaired people.

ASL has its own grammar and culture, which differ from place to place. Hence, there are many versions of sign

language available in the world. French Sign Language (LSF), British Sign Language (BSL), and ASL are a few of

the well-known sign languages. Based on the location, different signs are used to say different words. Therefore, it

is also important to understand which signs to use in which area.

There are some existing studies that focus on identifying this mapping. People in the past have developed

wearable devices that help to identify ASL signs . Also, using the Convolution Neural Network (CNN) model and

deep learning methodologies, there are a few research studies exploring ways to identify ASL. Most of these

studies mainly focused on identifying fingerspelling, which is nothing but identifying signs for the English alphabet

. However, ASL has a vast variety of signs for different words, and little work has been conducted on the

identification of these signs.
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2. An AI-Based Framework for Translating American Sign
Language to English and Vice Versa

Over the past several years, a good number of research studies has been conducted on interpreting ASL. Thad

Starner et al. proposed sign language recognition based on Hidden Markov Models (HMM) . This study used a

camera to track hand movement to identify hand gestures. They extracted the features from the hand movements

and fed them into four-state HMM to identify the ASL words in sentences. They evaluated their work by using a

webcam or desk-mounted camera (second-person view) and a wearable camera (first-person view) for a 40-word

lexicon. Similarly, Gaus and Wong  used two real-time hidden Markov model-based systems that were used to

recognize ASL sentences by using a camera to track the user’s hands. The authors used word lexicon, and in their

system they used a desk-mounted camera to observe the user’s hands.

In , Qutaishat et al. proposed a method that does not require any wearable gloves or virtual markings to identify

ASL. Their process is divided into two phases—feature extraction and classification. At the feature-extraction

phase, features are extracted using Hough transformation from the the input images. These features are then

passed as input to the neural network classification model. Their work was mainly focused on recognizing static

signs. Several studies, such as  used the CNN model to classify ASL alphabets. In a separate study,

Garcia et al.  used the transfer learning concept and developed the model using the Berkeley version of

GoogLeNet. Most of these works concentrated on recognizing the ASL fingerspelling corresponding to the English

alphabet and numbers . Furthermore, Rahman et al.  used a CNN model to recognize ASL alphabets and

numerals. Using a publicly available dataset, their study mainly focused on improving the performance of the CNN

model. The study did not involve any human interaction to assess the accuracy of the approach. A similar work was

found in , where the authors used an ensemble classification technique to show performance improvement. In a

separate study, Kasapbasi et al.  used a CNN model to predict American Sign Language Alphabets (ASLA), and

Bellen et al.  focused on recognizing ASL-based gestures during video conferencing.

In a study, Ye et al.  used a 3D recurrent convolutional neural network (3DRCNN) to recognize ASL signs from

continuous videos. Moreover, they used a fully connected recurrent neural network (FC-RNN), which captured the

temporal information. The authors were able to recognise ASL alphabets and several ASL words. In , the

authors used 3D-CNN models to classify ASL. In , authors developed a 3D-CNN architecture which consists of

eight layers. They used multiple feature maps as inputs for better performance. The five features which they

considered are color-R, color-G, color-B, depth, and body skeleton. They were able to achieve better prediction

percentages compared to the GMM-HMM model. In , Munib et al. used images of signers’ bare hands (in a

natural way). Their goal was to develop an automatic translation system for ASL alphabets and signs. This study

used Hough transform and neural network to recognize the ASL signs.

In , authors proposed a hybrid model, and it consisted of the 3D-CNN model and the Fully Connected Recurrent

Neural Network (FC-RNN). The 3D-CNN model learns RGB, motion, and depth channel whereas FC-RNN

captures the temporal features in the video. They collected their own dataset consisting of sequence videos and

sentence videos. They achieved 69.2% accuracy. However, the use of 3D-CNN is a resource-intensive approach.
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Jeroen et al.  proposed a hybrid approach to recognize sign language using statistical dynamic time wrapping

for time wrapping and wrapped features are classified by separate classifiers. This approach relied mainly on 3D

hand motion features. Mahesh et al.  tried to improve the performance of traditional approaches by minimizing

the CPU processing time.

These existing previous works focus on building applications that enable communication between deaf people and

hearing people . However, creating an app requires a more precise design. One has to think of memory usage

and other operations to enable a smooth user experience. Dongxu Li et al.  worked on gathering the word-level

ASL Dataset and an approach to recognize them. In their work, they concluded that more advanced learning

algorithms are needed to recognize the large dataset created by them. In , authors developed a means to

convert from ASL to text. They used the CNN model to identify the ASL and then they converted the predicted label

to text. They mainly concentrated on generating the text for fingerspelling instead of word-level signs. Garcia and

Viesca , focused on classifying alphabet handshape correctly for letters a–k instead of all types of ASL alphabets.

Another work presented in  detected ASL signs and converted to audio, and authors of  focused on

constructing a corpus using the Mexican Sign Language (MSL).
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