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Deforestation remains one of the key concerning activities around the world due to commodity-driven extraction,

agricultural land expansion, and urbanization. The effective and efficient monitoring of national forests using remote

sensing technology is important for the early detection and mitigation of deforestation activities. Deep learning techniques

have been vastly researched and applied to various remote sensing tasks, whereby fully convolutional neural networks

have been commonly studied with various input band combinations for satellite imagery applications, but very little

research has focused on deep networks with high-resolution representations, such as HRNet.
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1. Introduction

Forests provide significant ecological importance, including but not limited to biodiversity maintenance, habitats for various

flora and fauna, the mitigation of climate change effects, watershed protection , erosion protection, carbon sequestration

, and precipitation level maintenance. Forests also provide economic benefits, with raw materials such as timber ,

food, and medicine, which can drive commercial activities, contribute to people’s livelihoods, and lead the development of

the national economy. Malaysia’s tropical rainforests constitute one of the twelve mega-diverse ecosystems in the world,

housing approximately 152,000 fauna species and 15,000 flora species . However, forests nowadays are subjected to

uncontrolled deforestation due to various reasons, such as commodity extraction, agricultural expansion, and

urbanization, and deforestation remains one of the most concerning issues around the world. Based on the public data

from Global Forest Watch created by a collaboration between the University of Maryland, Google USGS, and NASA, for

the years 2000 to 2020, Malaysia experienced a net change of −1.12 Mha in tree cover. From 2016 to 2021, the total tree

cover loss in Malaysia was 2.43 Mha, where 91.4% of the total loss (2.22 Mha) was caused by commodity-driven

deforestation .

The Ministry of Energy and Natural Resources (KeTSA)  has been monitoring the forest status for many decades

through a national forest monitoring program. The Ministry has deployed remote sensing technology to speed up the

survey process while reducing the human labor needed for forest monitoring efforts. Initially, panchromatic aerial

photographs were used as a remote sensing imaging source, before being replaced by satellite imagery starting from

1991 due to advancements in satellite technology and its effectiveness in remote sensing applications. Previously, the

main approach for remote-sensing-based monitoring systems relied on a combination of elementary spectral bands—for

example, the normalized difference vegetation index (NDVI) to distinguish green vegetation’s spectral features .

There has been growing interest in applying automated techniques to remote sensing to rapidly identify the forest cover

area, especially by using conventional machine learning techniques. Several studies have implemented conventional

machine learning algorithms in the field of forestry-related remote sensing tasks, such as decision trees, random forest

classification, and support vector machines. However, conventional machine learning algorithms are dependent on the

type of information or features set by the algorithm’s designer and have a limited capability to extract complex and deep

features by themselves. The performance of conventional machine learning algorithms can also be very case-specific,

which limits the scalability of such machine learning models to other applications. Therefore, many researchers prefer to

employ deep learning methods instead of conventional machine learning algorithms, even though they are usually only

effective for large datasets .

Deep learning methods, which have been applied in several forest-related applications, are a subtype of machine learning

that enables feature learning from a set of large data. It is a type of representation learning method that can learn features

directly from raw data for accurate detection and classification results. Usually, its architecture consists of composite

multilevel representations, using non-linear functions to transform the representations from one-level to higher-level and
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more abstract representations, enabling the model to achieve complex feature learning . There are various types of

deep learning models available, such as convolutional neural networks and recurrent neural networks. Convolutional

neural networks (CNNs) are built specifically to handle images in the form of multiple arrays. In terms of accuracy,

flexibility, and rapid processing, CNNs perform better than conventional methods . The classic CNN architecture uses

multiple convolution and pooling operations to extract useful features from images before being passed to the fully

connected layers. Furthermore, the fully connected layers can be replaced with upsampling operations for image

segmentation purposes, creating fully convolutional neural networks. Further research has produced various improvised

state-of-the-art architectures based on CNNs, such as the Siamese neural network, DeepLab, and U-Net. According to

Elizar et al. , with the development of fully convolutional neural networks, the segmentation performance based on

deep learning methods has improved dramatically in the past few years, especially when compared to the conventional

machine learning approach.

The majority of the studies conducted in remote-sensing-based forestry applications use a deep learning approach,

specifically convolutional neural networks, to effectively learn features for the accurate classification of forest images. The

most used architecture is U-Net, due to its success in performing various segmentation tasks relating to semantic

alienation. In general, the CNN architecture for segmentation tasks follows the encoder–decoder topology, whereby the

encoder extracts information from low-resolution representations, while the decoder reconstructs high-resolution

representations from the extracted low-resolution feature maps. However, very few studies have used high-resolution and

multi-resolution fusion networks for remote sensing tasks, which is expected to yield semantically rich and spatially

precise segmentation performance . The minimum number of input bands required for effective forest classification also

varies across studies, resulting in varying performance. Certain satellite spectral bands may not always be publicly

available, and the creation of vegetation indices also requires additional data pre-processing. However, CNNs may be

able to achieve sufficient classification quality without needing a large number of input bands. They can extract the

necessary information for forest mapping not only based on the pixel color but also based on the pixel context .

2. Detecting Method for Forest Cover and Deforestation

There are two main types of image classification used in remote sensing applications, which are pixel-based classification

and object-based classification. Pixel-based classification assigns a class to every pixel in an image. It can be further

divided into unsupervised and supervised methods. On the other hand, object-based classification groups pixels into

objects that have representative vector shapes in terms of size and geometry.

A CNN is a popular deep learning model used for image processing and object detection, and it has multiple hidden layers

. Activation functions make the CNN more nonlinear and improve its expression ability. Pooling layers in CNNs

perform downsampling and extract important features while reducing the dimensions of hidden layers. The fully connected

layer connects the last few layers of the CNN and acts as a classifier to determine the probability of a pixel belonging to a

certain class. The output layer consists of one neuron per class category, and all neurons are connected to the fully

connected neurons .

Dong et al.  developed a fusion model of a CNN and random forest (RF) to classify subtropical areas in Taihuyuan,

China, using satellite imagery. The model replaces the fully connected layer of the CNN with the RF classifier, resulting in

improved performance. However, the model is computationally expensive due to its size and the number of inputs. Khan

et al.  used a CNN to detect forest changes in Melbourne, Australia, using satellite imagery. They used bounding boxes

to label the changes and found that the deep CNN model had higher accuracy and mean IoU compared to other methods.

However, accurately producing bounding boxes for forest regions can be difficult, and the method cannot predict forest

cover areas.

Fully convolutional networks (FCN) are used to obtain high-level representations from low-level representations by

substituting the fully connected layer of the CNN with locally connected layers . This replaced section forms the

decoder part of the FCN, creating an encoder–decoder topology. Some improved variants of FCN-based networks are

Siamese neural networks, DeepLab, and U-Net.

Siamese neural networks (SNN) consist of two identical CNNs that share weights during encoding. An SNN can also

identify similarities and differences between inputs by computing distance metrics. Therefore, SNNs have been applied in

visual and change detection tasks, including video target tracking  and landscape change detection . Guo et al. 

utilized a fully convolutional SNN to identify forest changes in Nanning and Fuzhou, China, using Landsat-8 satellite

imagery. They introduced a modified version of Caye Daudt et al.’s model , called Siamese, which employs

concatenation weight-sharing and subtraction weight-sharing methods. This modification prioritizes change information in
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different layers while preserving detailed image information. The results showed that the method achieved accurate

deforestation and afforestation detection and good IoU scores.

Chen et al.  introduced the DeepLab series of advanced deep learning segmentation models in 2016. The latest

version, DeepLabv3+, has a similar design to previous models but with some differences. Andrade et al.  utilized

DeepLabv3+ to detect deforestation and found that this model outperformed other models. DeepLabv3+ also performs

well with limited dataset sizes, demonstrating its superior generalization capacity. However, they found that there was a

potential bias in the trained models due to the large imbalance between deforested and non-deforested areas. Ferreira et

al.  applied deep learning to map Brazil nut trees in the Amazonian rainforest using WorldView-3 satellite imagery by

adopting the DeepLabv3+ architecture with three different encoder backbones: ResNet-18, ResNet-50, and MobileNetV2.

In their study, DeepLabv3+ with all three different backbones achieved almost similar accuracy in mapping Brazil nut

trees. The researchers noted that the shadows of Brazil nut trees were important features for proper mapping.

U-Net is a popular deep learning architecture designed for semantic segmentation tasks. It was designed by Ronneberger

et al.  originally for biomedical image segmentation. Since then, U-Net has shown tremendous success in various

image segmentation tasks for various applications, including forestry-related tasks. One modification in the U-Net

architecture is the use of a large number of feature channels in the upsampling part, allowing context information

propagation to higher-resolution layers. Abdani et al.  enhanced the multi-scale capability of U-Net by incorporating an

SPP module. Bragagnolo et al.  used U-Net to map forest cover changes in the Amazon rainforest and compared its

performance with that of other deep learning architectures. The results showed that U-Net and ResNet50-SegNet had

high accuracy and F1 scores for forest cover mapping segmentation. U-Net also had the lowest training time among the

benchmarked architectures. One advantage of the researchers’ approach is the model’s ability to tolerate some

misclassification without significantly affecting the performance.

A study by Wagner et al.  examined Amazon forest cover and deforestation from 2015 to 2022 using U-Net with the

pixel-based approach. Images were obtained from the Planet API with the PlanetNICFI R package v1.0.4. Forest cover

masks were created with the K-textures algorithm. U-Net achieved high accuracy and F1-scores in forest cover

segmentation, validated using airborne LiDAR data. However, the model faced difficulties in detecting deforestation,

particularly in identifying burnt areas.
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