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The operation optimization of complex industrial processes is a dynamic multi-objective optimization problem. These

problems cover industrial areas such as steel, chemicals, and energy. Specifically, they address operation optimization

problems under uncertain environments in production processes, with production metrics as the optimization objectives

and controllable variables as the decision variables. They consider changing factors in production processes, operational

metrics, and constraints on production metrics, establishing dynamic models for solving these problems. Unlike static

models, these objectives and constraints change over time, similar to how the Pareto set (PS) and Pareto front (PF) in

dynamic multi-objective optimization problems (DMOPs) can change over time. 
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1. Introduction

In reality, this is a challenging problem because researchers cannot easily create the dynamic models for relevant

operating variables. Traditionally, controllers in various complex industrial systems are based on mechanism models.

Therefore, dynamic control strategies often rely on the dynamic characteristics of mathematical models of physical

systems. Given the dynamic features of a particular system, different control systems can be designed to counteract

disturbances applied to the system. This operation simplifies external interferences in industrial systems through

assumptions, which are then extended to complex nonlinear systems. However, these approximations and simplifications

could be more practical and limit the performance of these systems. Due to the complexity of industrial production

processes, traditional mechanism modeling methods are no longer sufficient to provide references for the dynamic

optimization and control of production processes. Therefore, establishing dynamic models for the optimization of

operational metrics in complex industrial production processes, while ensuring production objectives and promptly

optimizing control when the system undergoes dynamic changes, has become an urgent problem in the current context.

The emergence of the big data age has somewhat mitigated the difficulties associated with dynamic multi-objective

optimization problems. With the advancement of industrial automation, many sensors are being applied in complex

industrial processes. Massive industrial data are crucial in industrial control, leading industrial informatization and

intelligence developments. These data are integrated into various aspects of industrial design, processes, production, and

management, enabling intelligent functions such as description, diagnosis, prediction, decision-making, and control in

industrial systems. In reference , combining the advantages and applications of data-driven methods with the benefits

and necessities of dynamic optimization has been emphasized. This integration supports the secure and rapid

development of complex industrial systems. It not only enables high-precision and real-time predictions but also forms the

application foundation for the dynamic operational optimization of future industrial systems. Specifically, recent issues in

industrial systems include state monitoring and fault detection for system equipment, the prediction of critical parameters

in the production process, and the monitoring and prediction of product quality, among others. Data-driven modeling and

dynamic optimization control of problems in industrial production processes through the analysis of historical or real-time

measurement data have gained widespread attention across various industries. References  systematically

summarize data-driven predictions in different industrial systems, revealing the characteristics and effects of various

prediction methods in different industrial sectors. These prediction methods have played a significant role in the dynamic

optimization and control of complex industrial processes. They can enhance the production safety index in industrial

processes, reduce the maintenance and operation costs of industrial equipment, and improve industrial production

efficiency.
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In addition, system dynamics is also an effective solution for handing complex industrial processes. Its core is to model

and analyze the feedback loop and time delay in the system to reveal the inherent dynamic behavior and complexity of

the system. That is to say, system dynamics pays more attention to the dynamic characteristics of the whole and the

interaction between the elements, which is the key to determining the behavior of dynamic systems. Different from the

traditional modeling methods, system dynamics considers the influence of the time delay of a decision or action on the

system so that it can be used to deal with complex dynamic behaviors such as nonlinearity and historical dependence.

However, system dynamics models usually require a deep understanding of the system’s internal structure and dynamic

behavior. This requires specialized knowledge and skills, and building such a model can be complex and time-consuming.

Therefore, verifying a system dynamics model is usually difficult because it requires complex simulations and

experiments. In summary, although the results of system dynamics models usually have good interpretability, it may be

more difficult to establish these models when the internal structure and dynamic behavior of a system are very complex.

Data-driven control strategies are different from system dynamics. Data-driven methods can usually learn patterns directly

from a large amount of historical data without the need for in-depth understanding of the internal structure and dynamic

behavior of a system and are more suitable for dealing with problems such as large amounts of data, high dimensionality,

and complex internal structures. Their emergence has rapidly transformed the direction of the traditional industrial control

field. This transformation has helped overcome the inherent limitations of mechanism models when applied to dynamic

optimization problems, reducing the control system’s dependence on the internal structure of traditional models.

Additionally, due to the abundance of data, numerous heterogeneous data sources, and the temporal properties of data,

data-driven strategies have found widespread application in complex industrial processes such as petrochemicals and

steel metallurgy. Currently, it has become common practice to combine data-driven strategies with traditional multi-

objective optimization methods to address these new dynamic optimization challenges, and the latest developments in

this field are summarized in references . Given the backdrop of industrial big data, these references provide

strategies for dynamic data-driven optimization. Researchers like Jin and Wang have discussed the importance of

dynamic data-driven optimization in industrial production processes, emphasizing real-time model updates, which serve

as a reference for future work in dynamic data-driven optimization.

From the perspective of rapidly increasing data volumes, early industrial processes typically employed mechanism

modeling methods. As the volume of data grows beyond a certain extent, models that combine mechanism analysis with

data-driven approaches tend to be more accurate than traditional mechanism models. In recent years, industrial big data

technologies have experienced rapid development, leading to a significant increase in data volumes. Using data-driven

models and methods can produce good results.

2. Review of Dynamic Problems in Complex Industrial Processes

Many factors in complex industrial systems, such as solid nonlinearity, multivariable coupling, dynamic changes in

operating conditions, and unknown industrial progress and processes, make further control and optimization of industrial

systems very difficult. Different industrial systems have different priorities and evaluation indicators; specific analyses are

needed for different industrial processes. Therefore, understanding the production process of complex industries and

analyzing it independently and in a customized manner plays an essential role in the monitoring, control, and optimization

of complex industrial systems.

Taking an industrial process in a complex industry as an example, this research analyzes and discusses different

industrial production processes and puts forward operation optimization problems in different processing industries. In

recent years, with the rapid development of the industrial Internet, the scope of application of industrial data modeling is

expanding. With the deepening concentration of data analysis, the scope of application of data-driven modeling is also

developing towards diagnosis and prediction. From the initial solution of energy consumption problems to the predictive

maintenance of production equipment to the optimization of production processes, data-driven modeling plays a vital role.

Figure 1 is the application of data-driven modeling in complex industrial processes under the rapid development of data

volumes.
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Figure 1. Application of data-driven modeling in complex industrial processes.

Industrial systems are becoming increasingly complex, and safety-related accidents occasionally occur. Significant

hazards and frequent accidents highlight the necessity of condition monitoring. The complex industrial model based on

data-driven optimization refers to equipment operation data such as for manufacturing, processing, equipping, and testing

as part of the production process. It then extracts these data by establishing real-time and comprehensive data acquisition

systems. The data are aggregated, calculated, and analyzed in the cloud. This enables condition monitoring, early

warning prediction, and industrial equipment performance optimization. The rapid development of big industrial data is

significant for controlling and optimizing complex industrial production processes.

Table 1 shows that monitoring and controlling issues in complex industrial processes have become increasingly crucial in

recent years. In the steel industry, most scholars focus on enhancing the quality of strip steel, specifically improving steel

performance. The pressing need is to increase production efficiency while ensuring steel quality. In the chemical industry,

researchers primarily concentrate on predicting crucial parameters in chemical production processes and the safe and

rational management of chemical pollutants. Clearly, process control in the chemical industry is vital for energy

conservation and enhancing production efficiency. Simultaneously, the safe disposal of chemical pollutants is a significant

concern. Most researchers are interested in petroleum production and dynamic risk prediction. As a critical energy source

promoting rapid development, petroleum necessitates ensuring safe production while maintaining production efficiency.

This leads to researchers addressing issues related to fault detection in oil extraction equipment and oil quality monitoring,

proposing corresponding solutions. Additionally, with the growing environmental awareness of industrial processes,

wastewater discharge and treatment in the petroleum and chemical industries have become crucial aspects worthy of

attention.

Table 1. The research status of complex industrial systems.

Reference Resources Published
Time/Year Research Problem

Cao 2021 Stress–strain produced by steel
heat

Wang , He , Liu , Sala , Song , Fang , Xin 2014–2023 Prediction of molten steel
temperature

Zhou , Wang , Zang 2022–2023 Prediction of oxygen demand

Wang 2017 Prediction of ladle furnace
temperature

Takalo-Mattila , Chen , Li , Wu , Zhao , Xie , He ,
Boto , Chen , Xu , Orta , Carneiro , Wang 2021–2023 Prediction of steel properties

Zou , Feng , Liu , Wang , Qian 2021–2023 Prediction of molten steel
composition

Wang 2022 Energy efficiency

Lee 2021 Motor equipment load

Huang , Yu 2022–2023 Modeling and prediction of
inventory change
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Reference Resources Published
Time/Year Research Problem

Zhou , Esche , Zhu , Li , Bouaswaig , Zhong 2020–2023 Prediction of key process
parameters

Bai 2023 Fault monitoring of chemical
process equipment

Ye , Zeng , Gatlan , Rico-Rodriguez 2020–2022 Emission and utilization of
pollutants

Zhu , Rau , Zang 2021–2023 Prediction of energy efficiency

Chen , Furrer , Han 2020–2023 Prediction of chemical
production

Liu , Liu , Chai , Mamudu , Tariq , Zhang , Keramea 2021–2023 Prediction of reservoir
production and dynamic risk

Ahmad , dos Santos , Tan , Yin 2020–2022 Discharge and utilization of
petroleum wastewater

Guzman , He 2021–2023 Detection of oil quality

Mamudu , Yang 2022–2023 Fault monitoring of oil
production equipment

Subasi , de Moura , Zhao , Jiang 2020–2023 Prediction of oil reservoir
permeability

However, efficiency is crucial while striving to simplify processes and reduce operational costs. Pursuing higher efficiency

can sometimes conflict with achieving the required production quality. Therefore, striking an appropriate balance is crucial.

Moreover, production processes often face a trade-off between efficiency and resource utilization. Maximizing efficiency

might lead to increased resource consumption, whereas prioritizing resource conservation may negatively impact overall

productivity. Ensuring sustained, high-quality production while minimizing resource consumption is a significant challenge.

Addressing these challenges requires complex, intelligent technologies and optimization methods. Artificial intelligence,

machine learning, and advanced control algorithms are critical in analyzing complex data from various devices and

providing real-time insights into the production process. By leveraging these technologies, industrial factories can optimize

their operations, make data-driven decisions, and balance efficiency, quality, and resource utilization.

The combinatorial optimization problem in the industrial production process must also be discussed. Combinatorial

optimization problems involve finding the optimal solution in a set of possible solutions. These problems usually involve

scheduling, path selection, resource allocation, and other aspects, which are the critical problems to be solved in industrial

production processes. Due to the variability in customer demands, hybrid manufacturing systems (HMSs) have gained

interest from academic and industrial sectors. An HMS, which merges traditional manufacturing units with functional

areas, enhances adaptability in terms of fulfilling customer requirements. For example, in production scheduling, it is often

necessary to determine the order and time of production to maximize production efficiency or minimize production costs.

This involves a typical combinatorial optimization problem: arranging the order and time of production to achieve the

optimization goal under the given production task and resource constraints. Omer Faruk Yilmaz et al.  explored a multi-

objective scheduling problem in HMS and proposed an optimization model to achieve three objectives: (i) minimization of

average flow time, (ii) reducing the maximum number of workers, and (iii) minimization of the maximum number of

workers changing. Later, Omer Faruk Yilmaz et al.  studied an integrated dual-objective u-shaped assembly line

balancing and part-feeding a problem based on the heterogeneity of workers. An optimization model was established to

express the problem to be solved. Experiments show that by improving workers’ skill levels, the quality of Pareto optimal

solutions increased by 30% in comparative indicators.

In summary, the data-driven dynamic multi-objective optimization method can be combined with combinatorial

optimization techniques to find the optimal solution that satisfies multiple optimization objectives by searching and learning

from many possible solutions. At the same time, dynamic optimization can also deal with time-varying optimization

problems so that the solution can adapt to changes in the production environment. Therefore, incorporating combinatorial

optimization problems into a data-driven dynamic multi-objective optimization framework will help us better understand

and solve practical industrial production problems.

[44] [45] [46] [47] [48] [49]

[50]

[51] [52] [53] [54]

[55] [56] [57]

[58] [59] [60]

[61] [62] [63] [64] [65] [66] [67]

[68][69] [70] [71] [72]

[73] [74]

[75] [76]

[77] [78] [79] [80]

[81]

[82]



References

1. Yin, S.; Ding, S.; Xie, X.; Luo, H. A review on basic data-driven approaches for industrial process monitoring. IEEE
Trans. Ind. Electron. 2014, 61, 6418–6428.

2. Zhong, K.; Han, M.; Han, B. Data-driven based fault prognosis for industrial systems: A concise overview. IEEE-CAA J.
Autom. Sin. 2019, 7, 330–345.

3. Yan, F.; Zhang, X.; Yang, C.; Hu, B.; Qian, W.; Song, Z. Data-driven modelling methods in sintering process: Current
research status and perspectives. Can. J. Chem. Eng. 2023, 101, 4506–4522.

4. Sarker, I. Smart City Data Science: Towards data-driven smart cities with open research issues. Internet Things 2022,
19, 100528.

5. Ikegwu, A.; Nweke, H.; Anikwe, C.; Alo, U. Big data analytics for data-driven industry: A review of data sources, tools,
challenges, solutions, and research directions. Clust. Comput. 2022, 25, 3343–3387.

6. Jin, Y.; Wang, H.; Chugh, T.; Guo, D. Data-Driven Evolutionary Optimization: An Overview and Case Studies. IEEE
Trans. Evol. Comput. 2018, 23, 442–458.

7. Li, K.; Xue, W.; Tan, G.; Denzer, A. A state of the art review on the prediction of building energy consumption using
data-driven technique and evolutionary algorithms. Build. Serv. Eng. Res. Technol. 2020, 41, 108–127.

8. Han, H.; Bai, X.; Hou, Y.; Qiao, J. Adaptive multi-task optimization strategy for wastewater treatment process. J.
Process Control 2022, 119, 44–54.

9. Wang, H.; Olhofer, M.; Jin, Y. A mini-review on preference modeling and articulation in multi-objective optimization:
Current status and challenges. Complex Intell. Syst. 2017, 3, 233–245.

10. Cao, G.; Gao, Z.; Gao, X. Predicting flow stress of Ni steel based on machine learning algorithm. Proc. Inst. Mech.
Eng. Part C J. Mech. Eng. Sci. 2022, 236, 4253–4266.

11. Wang, Y.; Bao, Y.; Heng, C. Final temperature prediction model of molten steel in RH-TOP refining process for IF steel
production. J. Iron Steel Res. Int. 2012, 19, 1–5.

12. He, F.; He, D.; Xu, A. Hybrid model of molten steel temperature prediction based on ladle heat status and artificial
neural network. J. Iron Steel Res. Int. 2014, 21, 181–190.

13. Liu, C.; Tang, L.; Liu, J. A stacked autoencoder with sparse Bayesian regression for end-point prediction problems in
steelmaking process. IEEE Trans. Autom. Sci. Eng. 2019, 17, 550–561.

14. Sala, D.; Van Yperen-De Deyne, A.; Mannens, E.; Jalalvand, A. Hybrid static-sensory data modeling for prediction tasks
in basic oxygen furnace process. Appl. Intell. 2022, 53, 15163–15173.

15. Song, S.; Li, J.; Yan, W. Intelligent Case-based Hybrid Model for Process and Endpoint Prediction of Converter via
Data Mining Technique. ISIJ Int. 2022, 62, 1639–1648.

16. Fang, L.; Su, F.; Kang, Z. Artificial Neural Network Model for Temperature Prediction and Regulation during Molten
Steel Transportation Process. Processes 2023, 11, 1629.

17. Xin, Z.; Zhang, J.; Zheng, J. A hybrid modeling method based on expert control and deep neural network for
temperature prediction of molten steel in LF. ISIJ Int. 2022, 62, 532–541.

18. Zhou, P.; Xu, Z.; Peng, X.; Zhao, J. Long-term prediction enhancement based on multi-output Gaussian process
regression integrated with production plans for oxygen supply network. Comput. Chem. Eng. 2022, 163, 107844.

19. Wang, R.; Yu, Y.; Chen, Y. Model construction and application for effluent prediction in wastewater treatment plant:
Data processing method optimization and process parameters integration. J. Environ. Manag. 2022, 302, 114020.

20. Zhang, K.; Zheng, Z.; Zhang, L. Method for Dynamic Prediction of Oxygen Demand in Steelmaking Process Based on
BOF Technology. Processes 2023, 11, 2404.

21. Wang, X. Ladle furnace temperature prediction model based on large-scale data with random forest. IEEE-CAA J.
Autom. Sin. 2016, 4, 770–774.

22. Takalo-Mattila, J.; Heiskanen, M.; Kyllönen, V. Explainable Steel Quality Prediction System Based on Gradient
Boosting Decision Trees. IEEE Access 2022, 10, 68099–68110.

23. Chen, L.; He, F. Mechanical properties prediction of tire cord steel via multi-stage neural network with time-series data.
Ironmak. Steelmak. 2022, 50, 671–677.

24. Li, C.H.; Yin, C.B.; Xu, X.T. Hybrid optimization assisted deep convolutional neural network for hardening prediction in
steel. J. King Saud Univ. Sci. 2021, 33, 101453.



25. Wu, Y.; Yan, Y.; Lv, Z. Novel Prediction Model for Steel Mechanical Properties with MSVR Based on MIC and Complex
Network Clustering. Metals 2021, 11, 747.

26. Zhao, Y.; Song, Y.; Li, F.; Yan, X. Prediction of mechanical properties of cold rolled strip based on improved extreme
random tree. J. Iron Steel Res. Int. 2022, 30, 293–304.

27. Xie, Q.; Suvarna, M.; Li, J. Online prediction of mechanical properties of hot rolled steel plate using machine learning.
Mater. Des. 2021, 197, 109201.

28. He, X.; Zhou, X.; Tian, T. Prediction of Mechanical Properties of Hot Rolled Strips with Generalized RBFNN and
Composite Expectile Regression. IEEE Access 2022, 10, 106534–106542.

29. Boto, F.; Murua, M.; Gutierrez, T.; Casado, S. Data Driven Performance Prediction in Steel Making. Metals 2022, 12,
172.

30. Chen, S.; Kaufmann, T. Development of data-driven machine learning models for the prediction of casting surface
defects. Metals 2022, 12, 1.

31. Xu, G.; He, J.; Lu, Z. Prediction of mechanical properties for deep drawing steel by deep learning. Int. J. Miner. Metall.
Mater. 2023, 30, 156–165.

32. Orta, A.; Kayabasi, I.; Senol, M. Prediction of mechanical properties of cold rolled and continuous annealed steel
grades via analytical model integrated neural networks. Ironmak. Steelmak. 2020, 47, 596–605.

33. Carneiro, M.; Salis, T.; Almeida, G.; Braga, A. Prediction of Mechanical Properties of Steel Tubes Using a Machine
Learning Approach. J. Mater. Eng. Perform. 2021, 30, 434–443.

34. Wang, X.; Wang, Y.; Tang, L.X. Strip hardness prediction in continuous annealing using multi-objective sparse nonlinear
ensemble learning with evolutionary feature selection. IEEE Trans. Autom. Sci. Eng. 2022, 19, 2397–2411.

35. Zou, Y.; Yang, L.; Li, B. Prediction Model of End-Point Phosphorus Content in EAF Steelmaking Based on BP Neural
Network with Periodical Data Optimization. Metals 2022, 12, 1519.

36. Feng, L.; Zhao, C.; Li, Y. Multichannel diffusion graph convolutional network for the prediction of endpoint composition
in the converter steelmaking process. IEEE Trans. Instrum. Meas. 2020, 70, 1–13.

37. Liu, Z.; Cheng, S.; Liu, P. Prediction model of BOF end-point P and O contents based on PCA–GA–BP neural network.
High Temp. Mater. Process. 2022, 41, 505–513.

38. Wang, X.P.; Hu, T.H.; Tang, L.X. A multi-objective evolutionary nonlinear ensemble learning with evolutionary feature
selection for silicon prediction in blast furnace. IEEE Trans. Neural Netw. Learn. Syst. 2022, 33, 2080–2093.

39. Qian, Q.; Dong, Q.; Xu, J. A Metallurgical Dynamics-Based Method for Production State Characterization and End-
Point Time Prediction of Basic Oxygen Furnace Steelmaking. Metals 2022, 13, 2.

40. Wang, T.; Zhao, J.; Xu, Q. A dynamic scheduling framework for byproduct gas system combining expert knowledge and
production plan. IEEE Trans. Autom. Sci. Eng. 2022, 20, 541–552.

41. Lee, S.; Son, Y. Motor Load Balancing with Roll Force Prediction for a Cold-Rolling Setup with Neural Networks.
Mathematics 2021, 9, 1367.

42. Huang, J.; Meng, Y.; Liu, F. Modeling and predicting inventory variation for multistage steel production processes based
on a new spatio-temporal Markov model. Comput. Ind. Eng. 2022, 164, 107854.

43. Yu, H.; Luo, Z.; Wang, L. Improving the Accuracy of Flood Susceptibility Prediction by Combining Machine Learning
Models and the Expanded Flood Inventory Data. Remote Sens. 2023, 15, 3601.

44. Zhou, H.; Yu, K.; Hsu, H. Hybrid Modeling Method for Soft Sensing of Key Process Parameters in Chemical Industry.
Sens. Mater. 2021, 33, 2789.

45. Esche, E.; Talis, T.; Weigert, J. Semi-supervised learning for data-driven soft-sensing of biological and chemical
processes. Chem. Eng. Sci. 2022, 251, 117459.

46. Zhu, W.; Liu, X.; Hou, X. Application of machine learning to process simulation of n-pentane cracking to produce
ethylene and propene. Chin. J. Chem. Eng. 2020, 28, 1832–1839.

47. Li, B.; Lin, Y.; Yu, W. Application of mechanistic modelling and machine learning for cream cheese fermentation pH
prediction. J. Chem. Technol. Biotechnol. 2021, 96, 125–133.

48. Bouaswaig, A.; Rahimi-Adli, K.; Roth, M.; Hosseini, A. Application of a grey-box modelling approach for the online
monitoring of batch production in the chemical industry. at-Automatisierungstechnik 2020, 68, 582–598.

49. Zhong, Y.; Wang, J.; Xu, J. Data-driven width spread prediction model improvement and parameters optimization in hot
strip rolling process. Appl. Intell. 2023, 53, 25752–25770.



50. Bai, Y.; Zhao, J. A novel transformer-based multi-variable multi-step prediction method for chemical process fault
prognosis. Process Saf. Environ. Prot. 2023, 169, 937–947.

51. Ye, H.; Du, Z.; Lu, H. Using machine learning methods to predict VOC emissions in chemical production with hourly
process parameters. J. Clean. Prod. 2022, 369, 133406.

52. Zeng, Q.; Liang, Y.; Chen, G.; Duan, H. Noise prediction of chemical industry park based on multi-station Prophet and
multivariate LSTM fitting model. EURASIP J. Adv. Signal Process. 2021, 2021, 106.

53. Gatlan, A.; Gutt, G.; Naghiu, A. Capitalization of sea buckthorn waste by fermentation: Optimization of industrial
process of obtaining a novel refreshing drink. J. Food Process. Preserv. 2020, 44, e14565.

54. Rico-Rodriguez, F.; Strani, L.; Grassi, S.; Lancheros, R. Study of Galactooligosaccharides production from dairy waste
by FTIR and chemometrics as Process Analytical Technology. Food Bioprod. Process. 2021, 126, 113–120.

55. Zhu, L.; Li, Z.; Chen, J.H. Evaluating and predicting energy efficiency using slow feature partial least squares method
for large-scale chemical plants. Energy 2021, 230, 120582.

56. Rau, F.; Soto, I.; Zabala-Blanco, D. A Novel Traffic Prediction Method Using Machine Learning for Energy Efficiency in
Service Provider Networks. Sensors 2023, 23, 4997.

57. Zhang, Y.; Cui, Z.; Wang, M. An Energy-Efficiency Prediction Method in Crude Distillation Process Based on Long
Short-Term Memory Network. Processes 2023, 11, 1257.

58. Chen, B.; Li, Q.; Hui, H. An optimized industry processing technology of peanut tofu and the novel prediction model for
suitable peanut varieties. J. Integr. Agric. 2020, 19, 2340–2351.

59. Furrer, T.; Muller, B.; Hasler, C.; Berger, B. New Scale-up Technologies for Hydrogenation Reactions in Multipurpose
Pharmaceutical Production Plants. Chimia 2021, 75, 948–956.

60. Han, Y.; Du, Z.; Geng, Z. Novel long short-term memory neural network considering virtual data generation for
production prediction and energy structure optimization of ethylene production processes. Chem. Eng. Sci. 2023, 267,
118372.

61. Liu, Y.; Shan, L.; Yu, D.; Zeng, L. An echo state network with attention mechanism for production prediction in
reservoirs. J. Pet. Sci. Eng. 2022, 209, 109920.

62. Liu, J.; Chen, L.; Xu, W.; Feng, M. Novel production prediction model of gasoline production processes for energy
saving and economic increasing based on AM-GRU integrating the UMAP algorithm. Energy 2023, 262, 125536.

63. Chai, X.; Tian, L.; Zhang, M.; Shao, H. Production Characteristics, Evaluation, and Prediction of CO2 Water-
Alternating-Gas Flooding in Tight Oil Reservoir. J. Energy Resour. Technol. 2022, 144, 033006.

64. Mamudu, A.; Khan, F.; Zendehboudi, S.; Adedigba, S. A hybrid intelligent model for reservoir production and associated
dynamic risks. J. Nat. Gas Sci. Eng. 2020, 83, 103512.

65. Tariq, Z.; Aljawad, M.; Hasan, A.; Murtaza, M. A systematic review of data science and machine learning applications to
the oil and gas industry. J. Pet. Explor. Prod. Technol. 2021, 11, 4339–4374.

66. Zhang, B.; Lu, N.; Guo, Y.; Wang, Q. Modeling and analysis of sustained annular pressure and gas accumulation
caused by tubing integrity failure in the production process of deep natural gas wells. J. Energy Resour. Technol. 2022,
144, 063005.

67. Keramea, P.; Spanoudaki, K.; Zodiatis, G. Oil spill modeling: A critical review on current trends, perspectives, and
challenges. J. Mar. Sci. Eng. 2021, 9, 181.

68. Ahmad, A. Bioprocess Evaluation of Petroleum Wastewater Treatment with Zinc Oxide Nanoparticle for the Production
of Methane Gas: Process Assessment and Modelling. Appl. Biochem. Biotechnol. 2020, 190, 851–866.

69. Ahmad, A. Process evaluation for petroleum wastewater co-digestion with rye grass to enhance methane production.
Waste Biomass Valorization 2020, 11, 861–871.

70. dos Santos, J.; Lopes, D.; Da Silva, J.; De Oliveira, M. Diversity of sulfate-reducing prokaryotes in petroleum
production water and oil samples. Int. Biodeterior. Biodegrad. 2020, 151, 104966.

71. Tan, Y.; Al-Huqail, A.; Chen, Q.; Majdi, H. Analysis of groundwater pollution in a petroleum refinery energy contributed
in rock mechanics through ANFIS-AHP. Int. J. Energy Res. 2022, 46, 20928–20938.

72. Yin, X.; Jing, B.; Wang, D.; Huang, X. Characterization and Analysis of the COD Chemical Composition in the Polymer-
Containing Oil Production Wastewater. Pol. J. Environ. Stud. 2021, 30, 5333–5342.

73. Guzman, R.; Rodriguez, S.; Torres-Mancera, P.; Ancheyta, J. Evaluation of asphaltene stability of a wide range of
Mexican crude oils. Energy Fuels 2020, 35, 408–418.



74. Wenyuan, H.E.; Buqing, S.H.I.; Guozhang, F.A.N. Theoretical and technical progress in exploration practice of the
deep-water large oil fields, Santos Basin, Brazil. Pet. Explor. Dev. 2023, 50, 255–267.

75. Mamudu, A.; Khan, F.; Zendehboudi, S. Logic-based data-driven operational risk model for augmented downhole
petroleum production systems. Comput. Chem. Eng. 2022, 165, 107914.

76. Yang, C.; Cai, B.; Wu, Q. Digital twin-driven fault diagnosis method for composite faults by combining virtual and real
data. J. Ind. Inf. Integr. 2023, 33, 100469.

77. Subasi, A.; El-Amin, M.; Darwich, T.; Dossary, M. Permeability prediction of petroleum reservoirs using stochastic
gradient boosting regression. J. Ambient. Intell. Humaniz. Comput. 2020, 13, 3555–3564.

78. de Moura, J.; Yang, J.; Butt, S. Physics-Based Rate of the Penetration Prediction Model for Fixed Cutter Drill Bits. J.
Energy Resour. Technol. 2021, 143, 54502.

79. Zhao, B.; Ju, B.; Wang, C. Initial-Productivity Prediction Method of Oil Wells for Low-Permeability Reservoirs Based on
PSO-ELM Algorithm. Energies 2023, 16, 4489.

80. Jiang, D.; Chen, H.; Xing, J. A new method for dynamic predicting porosity and permeability of low permeability and
tight reservoir under effective overburden pressure based on BP neural network. Geoenergy Sci. Eng. 2023, 226,
211721.

81. Yilmaz, O.F.; Durmusoglu, M.B. Multi-Objective Scheduling Problem for Hybrid Manufacturing Systems with Walking
Workers. Int. J. Ind. Eng. 2019, 26, 625–650.

82. Yılmaz, O.F. An integrated bi-objective U-shaped assembly line balancing and parts feeding problem: Optimization
model and exact solution method. Ann. Math. Artif. Intell. 2022, 90, 679–696.

Retrieved from https://encyclopedia.pub/entry/history/show/122813


