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Digital forensic investigations are becoming increasingly crucial in criminal investigations and civil litigations, especially in

cases of corporate espionage and intellectual property theft as more communication occurs online via e-mail and social

media. Deceptive opinion spam analysis is an emerging field of research that aims to detect and identify fraudulent

reviews, comments, and other forms of deceptive online content. 
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1. Introduction

Digital communication mediums like emails and social networks are crucial tools for sharing information and

communication, but they can also be misused for criminal and political purposes. A notable instance of this misuse was

the spread of false information during the U.S. election. Lazer et al. highlighted that “misinformation has become viral on

social media” (Lazer et al. 2018). They underscored the importance for researchers and other relevant parties to

encourage cross-disciplinary studies aimed at curbing the propagation of misinformation and addressing the root issues it

exposes. Reports and worries have also arisen about terrorists and other criminal groups taking advantage of social

media to promote their unlawful endeavors, such as setting up discrete communication pathways to share information

(Goodman 2018). Therefore, it is not unexpected that government bodies are closely scrutinizing these platforms or

communication paths. Most existing studies focus on creating a map of individual relationships within a communication

network. The primary goal in these methods is to pinpoint the closest associates of a known target. These methods aim to

enhance precision, recall, and/or the F1 score, often overlooking the significance of the content within conversations or

messages. As a result, these methods can be highly specific (tailored for particular outcomes), may lack accuracy, and

may not be ideal for digital investigations (Keatinge and Keen 2020). For example, in the tragic incident at the Gilroy

Garlic Festival, the shooter had reportedly expressed his anger on his Facebook page before the incident. This post,

however, did not attract the attention of pertinent parties until after the tragedy. This lack of attention is not surprising,

given that the shooter was not a recognized threat on the social network, and his post might not have been given high

priority using traditional methods (Sun et al. 2021).

The example mentioned above demonstrates how written information can be employed to influence public opinion and

impact the outcome of important events. There is a field within Natural Language Processing (NLP) that concentrates on

scrutinizing on a similar phenomenon, called Deceptive Opinion Spam. Therefore, certain findings within this field could

significantly enhance our comprehension of forensic linguistic analysis. Opinion Spam refers to reviews that are

inappropriate or fraudulent, which can take on various forms such as self-promotion of an unrelated website or blog, or

deliberate review fraud that could lead to monetary gain (Ott et al. 2011). Organizations have a strong incentive to detect

and eliminate Opinion Spam via automation. This is because the primary concern with Opinion Spam is its influence on

customer perception, particularly with regards to reviews that inaccurately praise substandard products or criticize

superior ones (Vogler and Pearl 2020). Compared to other NLP tasks like sentiment analysis or intent detection, there has

been relatively little research on using text classification approaches to detect Opinion Spam (Barsever et al. 2020). One

can easily identify certain types of opinion spam, such as promotional content, inquiries, or other forms of non-opinionated

text (Jindal and Liu 2008). The described situations can be classified as Disruptive Opinion Spam, characterized by

irrelevant comments that are easily recognizable by the audience and pose a minimal threat, as individuals are

empowered to disregard them if they so choose (Ott et al. 2011). When it comes to Deceptive Opinion Spam, which

involves more nuanced forms of fake content, the task of identifying it is not as simple; the reason being that these

statements are intentionally constructed to seem authentic and mislead the assessor (Ott et al. 2011). Deceptive Opinion

Spam is a type of fraudulent behavior where a malicious user creates fictitious reviews, either positive or negative, with

the intention of either boosting or damaging the reputation of a business or enterprise (Barsever et al. 2020). Thus, the

deliberate intention to deceive readers in certain statements makes it challenging for human reviewers to accurately

identify such deceptive texts, resulting in a success rate that is not significantly better than chance (Vogler and Pearl



2020). Consequently, discoveries in Deceptive Opinion Spam could prove valuable for designing digital investigation

techniques for studying different communication channels, such as social networks. In contrast to traditional methods, the

strategy that incorporates NLP techniques, particularly those used for Deceptive Opinion Spam analysis, places emphasis

on both the interaction among individuals and the substance of the communication which may significantly improve the

investigation process (Sun et al. 2021).

The problem is commonly addressed as a task of classifying text. Text classification systems typically consist of two key

elements: a module for vectorization and a classifier. The vectorization module is tasked with creating features from a

provided text sequence, while the classifier assigns category labels to the sequence using a set of matching features.

These features are usually categorized into lexical and syntactic groups. Lexical features may include metrics such as

total words or characters per word, as well as the frequency of long and unique words. On the other hand, syntactic

features primarily consist of the frequency of function words or word groups, such as bag-of-words (BOW), n-grams, or

Parts-Of-Speech (POS) tagging (Brown et al. 1992). In addition to vocabulary and sentence structure aspects, there are

also methods known as lexicon containment techniques. These techniques symbolize the presence of a term from the

lexicon in a text as a binary value, with positive indicating its existence and negative denoting its absence (Marin et al.

2014). The lexicons for such kind of features are constructed by a human expert (Pennebaker et al. 2001; Wilson et al.

2005) or generated automatically (Marin et al. 2010). Several approaches suggest integrating the text’s morphological

relationships and reliant linguistic components as input vectors for the classification algorithm (Brun and Hagege 2013). In

addition to this, there are semantic vector space models which serve to characterize each word via a real-valued vector,

determined using the distance or angle between pairs of word vectors (Sebastiani 2002). In the field of automatic

fraudulent text detection, various approaches have been applied, mostly relying on linguistic features, such as n-grams

(Fornaciari and Poesio 2013; Mihalcea and Strapparava 2009; Ott et al. 2011), discourse structure (Rubin and Vashchilko

2012; Santos and Li 2009), semantically related keyword lists (Burgoon et al. 2003; Pérez-Rosas et al. 2015), measures

of syntactic complexity (Pérez-Rosas et al. 2015), stylometric features (Burgoon et al. 2003), psychologically motivated

keyword lists (Almela et al. 2015), and parts of speech (Fornaciari and Poesio 2014; Li et al. 2014).

These vectorization strategies are typically utilized to examine the significance of the features, which helps to highlight

recurring patterns in the framework of fraudulent statements that are less prevalent in truthful texts. Although this

technique shows some effectiveness, it has significant drawbacks due to the difficulty in controlling the quality of the

training set. For example, while many of the classification algorithms, trained using this method, show acceptable

performance within their specific fields, they struggle to generalize effectively across different domains, thereby lacking

resilience in adapting to domain changes. (Krüger et al. 2017). As an illustration, a mere alteration in the polarity of

fraudulent hotel evaluations (that is, training the model on positive reviews while testing it on negative ones) has the

potential to significantly reduce the F score (Ott et al. 2013). This observation holds when the training and the testing

dataset originate from different domains (Mihalcea and Strapparava 2009). Additionally, specific categorization models

that rely on semantic vector space models could be significantly influenced by social or personal biases embedded in the

training data. This can lead the algorithm to make incorrect deductions. (Papakyriakopoulos et al. 2020). Furthermore,

certain studies suggest that deceptive statements differ from truthful ones more in terms of their sentiment then other

linguistic features (Newman et al. 2003). According to certain cases, the deceivers display a more positive affect in order

to mislead the audience (Zhou et al. 2004), whereas certain instances demonstrate that deception is characterized by

more words reflecting negative emotion (Newman et al. 2003).

Based on the evidence mentioned above, it can be inferred that feature extraction methodologies utilized in classical NLP

tasks exhibit limited reliability when applied to forensic investigations. This is primarily due to their strong association with

particular lexical elements (like n-grams and specific keywords) or linguistically abstract components that may not be

directly influenced by the style of verbal deception (such as specific parts of speech, stylometric features, and syntactic

rules) (Vogler and Pearl 2020). From this point of view, it is more favorable to develop a novel set of features based on

domain-independent approaches like sentiment analysis or stylometric features, as it offers superior generalization

capabilities and independence from the training dataset domain.

2. Deep Learning Methods in Social Networks

The idea of employing machine learning and deep learning methods to identify dubious activities in social networks has

garnered general attention. For instance, Bindu et al. introduced an unsupervised learning method that can automatically

spot unusual users in a static social network, albeit assuming that the network’s structure does not change dynamically

Bindu et al. (2017). Hassanpour et al. applied deep convolutional neural networks for images and long short-term memory

(LSTM) to pull out predictive characteristics from Instagram’s textual data, showing the capability to pinpoint potential

substance use risk behaviors, aiding in risk evaluation and strategy formulation (Hassanpour et al. 2019). Tsikerdekis



used machine learning to spot fraudulent accounts trying to enter an online sub-community for prevention purposes

(Tsikerdekis 2016). Ruan et al. also used machine learning to detect hijacked accounts based on their online social

behaviors (Ruan et al. 2015). Fazil and Abulaish suggested a mixed method to detect automated spammers on Twitter,

using machine learning to examine related aspects like community-based features (e.g., metadata, content, and

interaction-based features) (Fazil and Abulaish 2018). Cresci et al. employed machine learning to spot spammers using

digital DNA technology, with the social fingerprinting technique designed to distinguish between spam bots and genuine

accounts in both supervised and unsupervised manners (Cresci et al. 2017). Other applications focused on urban crime

perception utilizing the convolutional neural network as their learning preference (Fu et al. 2018; Shams et al. 2018).

Certain studies showed the potential of focusing purely on textual data, especially in the context of social network analysis

(Ala’M et al. 2017). One example of this application was in 2013, when Keretna et al. used a text mining tool, Stanford

POS tagger, to pull out features from Twitter posts that could indicate a user’s specific writing style (Keretna et al. 2013).

These features were then used in the creation of a learning module. Similarly, Lau et al. used both NLP and machine

learning techniques to analyze Twitter data. They found that the Latent Dirichlet Allocation (LDA) and Support Vector

Machine (SVM) methods yielded the best results in terms of the Area Under the ROC Curve (AUC) (Lau et al. 2014). In

addition, Egele et al. developed a system to identify compromised social network accounts by analyzing message content

and other associated features (Egele et al. 2015). Anwar and Abulaish introduced a unified social graph text mining

framework for identifying digital evidence from chat logs based on user interaction and conversation data (Anwar and

Abulaish 2014). Wang et al. treated each HTTP flow produced by mobile applications as text and used NLP to extract

text-level features. These features were then used to create an effective malware detection model for Android viruses

(Wang et al. 2017). Al-Zaidya et al. designed a method to efficiently find relevant information within large amounts of

unstructured text data, visualizing criminal networks from documents found on a suspect’s computer (Al-Zaidy et al.

2012). Lastly, Louis and Engelbrecht applied unsupervised information extraction techniques to analyze text data and

uncover evidence, a method that could potentially find evidence overlooked by a simple keyword search (Louis and

Engelbrecht 2011).

Li et al. applied their findings to detect fraudulent hotel reviews, using the Ott Deceptive Opinion spam corpus, and

obtained a score of 81.8% by capturing the overall dissimilarities between truthful and deceptive texts (Li et al. 2014). The

researchers expanded upon the Sparse Additive Generative Model (SAGE), which is a Bayesian generative model that

combines both topic models and generalized additive models, and this resulted in the creation of multifaceted latent

variable models via the summation of component vectors. Since most studies in this area focus on recognizing deceitful

patterns instead of teaching a solitary dependable classifier, the primary difficulty of the research was to establish which

characteristics have the most significant impact on each classification of a misleading review. Additionally, it was crucial to

assess how these characteristics affect the ultimate judgment when they are paired with other attributes. SAGE is a

suitable solution for meeting these requirements because it has an additive nature, which allows it to handle domain-

specific attributes in cross-domain scenarios more effectively than other classifiers that may struggle with this task. The

authors discovered that the BOW method was not as strong as LIWC and POS, which were modeled using SAGE. As a

result, they formulated a general principle for identifying deceptive opinion spam using these domain-independent

features. Moreover, unlike the creator of the corpus (Ott et al. 2011), they identified the lack of spatial information in hotel

reviews as a potential indicator for identifying fraudulent patterns, of which the author’s findings suggest that this

methodology may not be universally appropriate since certain deceptive reviews could be authored by experts in the field.

Although the research found that the domain-independent features were effective in identifying fake reviews with above-

chance accuracy, it has also been shown that the sparsity of these features makes it difficult to utilize non-local discourse

structures (Ren and Ji 2017); thus, the trained model may not be able to grasp the complete semantic meaning of a

document.

(Ren and Ji 2017) built upon earlier work by introducing a three-stage system. In the first stage, they utilized a

convolutional neural network to generate sentence representations from word representations. This was performed by

employing convolutional action, which is commonly used to synthesize lexical n-gram information. To accomplish this

step, they employed three convolutional filters. These filters are effective at capturing the contextual meaning of n-grams,

including unigrams, bigrams, and trigrams. This approach has previously proven successful for tasks such as sentiment

classification. (Wilson et al. 2005). Subsequently, they created a model of the semantic and discourse relations of these

sentence vectors to build a document representation using a two-way gated recurrent neural network. These document

vectors are ultimately utilized as characteristics to train a classification system. The authors achieved an 85.7% accuracy

on the dataset created by Li et al. and showed that neural networks can be utilized to obtain ongoing document

representations for the improved understanding of semantic features. The primary objective of this research was to

practically show the superior efficacy of neural features compared to conventional discrete feature (like n-grams, POS,

LIWC, etc.) due to their stronger generalization. Nevertheless, the authors’ further tests showed that by combining



discrete and neural characteristics, the total precision can be enhanced. Therefore, discrete features, such as the

combination of sentiments or the use of non-functional words, continue to be a valuable reservoir of statistical and

semantic data.

(Vogler and Pearl 2020) conducted a study investigating the use of particular details in identifying disinformation, both

within a single area and across various areas. Their research focused on several linguistic aspects, including n-grams,

POS, syntactic complexity metrics, syntactic configurations, lists of semantically connected keywords, stylometric

properties, keyword lists inspired by psychology, discourse configurations, and named entities. However, they found these

features to be insufficiently robust and adaptable, especially in cases where the area may substantially differ. This is

mainly because most of these aspects heavily rely on specific lexical elements like n-grams or distinct keyword lists.

Despite the presence of complex linguistic aspects such as stylometric features, POS, or syntactic rules, the researchers

consider these to be of lesser importance because they do not stem from the psychological basis of verbal deceit. In their

research, they saw deceit as a product of the imagination. Consequently, in addition to examining linguistic methods, they

also explored approaches influenced by psychological elements, like information management theory (Burgoon et al.

1996), information manipulation theory (McCornack 1992), and reality monitoring and criteria-based statement analysis

(Vogler and Pearl 2020). Since more abstract linguistic cues motivated by psychology may have wider applicability across

various domains (Kleinberg et al. 2018), the authors find it beneficial to use these indicators grounded in psychological

theories of human deception. They also lean on the research conducted by Krüger et al. which focuses on identifying

subjectivity in news articles and proposes that linguistically abstract characteristics could potentially be more robust when

used on texts from different fields (Krüger et al. 2017). For their experiment, Vogler and Pearl employed three different

datasets for the purpose of training and evaluation, accommodating shifts in the domain, ranging from relatively subtle to

considerably extensive: the Ott Deceptive Opinion Spam Corpus (Ott et al. 2011), essays on emotionally charged topics

(Mihalcea and Strapparava 2009), and personal interview questions (Burgoon et al. 1996). The linguistically defined

specific detail features the authors constructed for this research proved to be successful, particularly when there were

notable differences in the domains used for training and testing. These elements were rooted in proper nouns, adjective

phrases, modifiers in prepositional phrases, exact numeral terms, and noun modifiers appearing as successive

sequences. The characteristics were derived from appropriate names, descriptive phrase clusters, prepositional phrase

changes, precise numerical terms, and noun modifiers that showed up as successive sequences. Each attribute is

depicted as the total normalized number and the average normalized weight. The highest F score they managed to obtain

was 0.91 for instances where content remained consistent, and an F score of 0.64 for instances where there was a

significant domain transition. This suggests that the linguistically determined specific detail attributes display a broader

range of application. Even though the classifier trained with these features showed fewer false negatives, it struggled to

accurately categorize truthful texts. The experimental results clearly indicate that a combination of n-gram and language-

specific detail features tends to be more dependable only when a false positive carries a higher cost than a false negative.

It is worth noting that features based on n-grams might have a superior ability for semantic expansion when they are built

on distributed meaning representations like GloVe and ELMo.
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