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An antigenic determinant (AD) is a portion of an antigen molecule known as an epitope that is recognized by the human
immune system, specifically by antibodies or T and B cells. Recognition of epitopes is considered important in EBPV design to
contain pandemics, epidemics, and endemics due to the outbreak of infectious diseases. To design an effective and viable
EBPV against different strains of a pathogen, it is important to identify the putative T- and B-cell epitopes. Using the wet-lab
experimental approach to identify these epitopes is time-consuming and costly because the experimental screening of a vast
number of potential epitope candidates is required. Fortunately, various available machine learning (ML)-based prediction
methods have reduced the burden related to the epitope mapping process by decreasing the potential epitope candidate list

for experimental trials. Moreover, these methods are also cost-effective, scalable, and fast.
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| 1. Introduction

An antigenic determinant (AD) is a portion of an antigen molecule known as an epitope that is recognized by the human
immune system, specifically by antibodies or T and B cells [1I. Recognition of epitopes is considered important in EBPV design
to contain pandemics, epidemics, and endemics due to the outbreak of infectious diseases. The ongoing COVID-19 pandemic
due to the SARS-CoV-2 outbreak is the latest among the major pandemics that have occurred in the last decade . COVID-
19 can be severe and has caused millions of deaths around the world. It is a respiratory illness and affects people according
to the physiology and immune system of the human body. Affected people mostly develop mild to moderate illness and
recover without hospitalization L2 while the progress in COVID-19 vaccine design so far is remarkable, successfully
vaccinating the worldwide population entails numerous hurdles, from manufacturing to distribution and deployment, and, most

crucially, acceptability.

Due to the rate at which SARS-CoV-2 is circulating in the population, thereby causing unprecedented infections, its chances
of mutating more and more have increased by now. The variant B.1.617.2, named Delta ), first identified during a serious
wave of COVID-19 infections in India in April and May 2021 [, was declared a variant of concern (VOC) by the “US Centers
for Disease Control and Prevention (CDC)" on 15 June 2021 Bl Due to its partial resistance to existing vaccines, the infected
cases per day increased to over 400,000 €. A study conducted by the Chinese Academy of Medical Sciences confirmed that
viral loads in Delta infections are approximately 1000 times higher than those in previous SARS-CoV-2 variants . The Mu
variant, also known as B.1.621 3!, first identified in January 2021 in Colombia, was declared a “variant of interest” (VOI) on 26
August 2021 by the European Centre for Disease Prevention and Control (ECDC) 8. On August 30, “the Mu variant was
added to the World Health Organization’s (WHO's) watch list after being found to have a constellation of mutations that
indicate potential properties of immune escape” 8. The most recent variant, B.1.1.529, named Omicron, was first reported to
WHO from South Africa on 24 November 2021 &l On 26 November 2021, WHO designated the variant B.1.1.529 a VOC on
the advice of the Technical Advisory Group on Virus Evolution (TAG-VE) [8l. The hotspot of SARS-CoV-2 mutations is the
spike S protein. The spike protein enables the pathogen to infect cells and is the basis for the majority of the vaccines. In &, it
has been reported that “out of 10333 spike protein sequences analyzed, 8155 proteins comprised one or more mutations. A
total of 9654 mutations were observed that correspond to 400 distinct mutation sites. The receptor binding domain (RBD)
which is involved in the interactions with human angiotensin-converting enzyme-2 (ACE-2) receptor and causes infection
leading to the COVID-19 comprised 44 mutations that included residues within 3.2 A interacting distance from the ACE-2

receptor”.

1.1. Epitopes and Paratopes

An antigen is any substance that causes the immune system to produce antibodies against it. Its molecules are large
biological polymers and introduce various molecular attributes that act as interaction sites between antibodies, Ty cells and B

cells, and antigen molecules. These interaction sites are called epitopes LILLL2] Epitopes are of two types: B-cell epitopes
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(BCEs) and T-cell epitopes (TCEs). The fragment of an antigen that is attached to an antibody is called the B-cell epitope 13!,
The BCEs are recognized by B cells and comprise a solvent region that is exposed to an antigen. On the other hand, T cells
have a receptor on their surface, known as the T-cell receptor (TCR) 231, When presented on the surfaces of APCs that are
linked to MHC molecules, the TCR aids in antigen recognition. TCEs identified by CD8 and CD4 T cells are represented by
MHC class | (MHC 1) and class Il (MHC II) molecules, respectively 13l Figure 1 shows an antibody containing two paratopes,
indicating that these two paratopes can hind to two pathogens 24151 Chemical interactions between epitopes and paratopes
that promote antigen—antibody binding are non-covalent 26I17118]

Antibody Paratope Antigen Paratope Antibody

Epitope - ) Epitope

Figure 1. Antigen recognition by antibodies.

1.2. Need for T- and B-Cell Epitope Prediction

The identification of epitopes is of great importance for many reasons, including EBPV design, antibody production, and
immunodiagnostic tests. They also play a crucial role in activating the human immune system. Among the reasons listed,
EBPV design is important for researchers, biologists, and scientists because there are numerous drawbacks to using whole-
organism vaccines, particularly in immunocompromised patients 1929, EBPVs can be utilized to overcome the issues
associated with heterogeneous and multicomponent vaccines and are seen as an alternative to traditional vaccines. They can
act as powerful alternatives to conventional vaccines due to their low production cost, having less reactogenic and allergenic
responses. A well-trained ML model of experimentally determined epitopes and non-epitopes can identify potential epitopes
as vaccine candidates quickly and efficiently and can reduce the burden related to the epitope mapping process by
decreasing the potential epitope candidate list for experimental trials. Using the wet-lab experimental approach to identify
these epitopes is time-consuming and costly because the experimental screening of a vast number of potential epitope
candidates is required. However, epitope prediction methods based on ML can prove to be cost-effective, scalable, and fast.
The most recent vaccine technology is based on RNA vaccines, which have the distinct advantage of being simple to design
and manufacture. Epitopes are critical, but often overlooked, for boosting the effectiveness of RNA vaccines. Although RNA
vaccines can encode any gene of interest, even the most recent designs commonly encode sequences of original genes from
the natural virus. Epitope prediction can be useful in assisting RNA vaccine design by guiding the sequence design and
vaccine structure. RNA (mRNA) vaccines, on the other hand, can benefit from epitope-based design approaches, in which
both B-cell and T-cell epitopes can be used for vaccine design. The epitope properties determine whether or not the RNA

vaccine will elicit an immune response and which types of responses will be elicited.

| 2. ML-Based Studies for the Prediction of T- and B-Cell Epitopes

ML is concerned with the automated learning of machines that is not explicitly programmed. It focuses on making data-driven
predictions and has several applications in bioinformatics [21. Bioinformatics deals with applying computational techniques to
derive knowledge from biological data. It covers the collection, retrieval, storage, manipulation, and data modeling for analysis
or prediction using various algorithms and software (211, Earlier, one had to explicitly program bioinformatics algorithms, which
was an extremely laborious task for predicting protein structures 2. However, with the advent of ML algorithms, such
problems have become much easier to solve. In recent years, the exponential growth of T- and B-cell epitope data has
become the primary motivation for researchers to develop ML-based methods for the prediction of ADs or IRDs, i.e., B- and T-
cell epitopes. ML applied to experimentally determined peptide sequence data of pathogens (virus, bacteria, etc.) opens up
new frontiers for areas such as EBPV design, antibody production, and immunodiagnostic tests. The ML-based in silico
approach has emerged as a promising field for epitope prediction 22, Accordingly, various ML-based studies and methods
exist that utilize the physicochemical properties of amino acids as features or descriptors for the prediction of epitopes (Table
1).

Table 1. Existing studies for T- and B-cell epitope prediction.
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Study
Conducted Methodology Adopted

Strengths/Limitations

A feedforward deep neural network-based ensemble
of 11 classifiers was created to predict BCEs. IEDB
T. Liuetal. 28 was used to obtain the BCE peptide dataset. On the
test set, the model was evaluated using the AUROC
metric.

Model reports peptide as an epitope if classified
by all 11 classifiers. It would provide the best
results if simple majority voting was used for

classification.

In 241, potential epitope-based vaccine candidates
were explored. After retrieving 600 genome

Fatoba, A. J. et sequences of SARS-CoV-2 from the ViPR
al. [24] repository, CD8+ and CD4+ epitopes and B-cell

(linear) epitopes were generated and screened for
immunogenicity, antigenicity, and non-allergenicity.

The results of 23] reported 19 candidate T-cell
epitopes (CD8+), which were found to overlap
strongly with 8 B-cell epitopes. The results
provide the basis for an experimental design for
a suitable peptide vaccine against SARS-CoV-
2.

Authors used IEDB prediction tools for predicting B-
cell epitopes and those with high scores in terms of
prediction were selected as candidate epitopes. The
epitopes were then matched to human proteins
using NCBI Blast technology.

R. Moody et al.
[26]

The findings showed eleven (11) novel B-cell
epitopes in the host that were capable of
explaining key elements of COVID-19
extrapulmonary disease that previous research
had not been able to explain.

The authors employed feedforward neural networks

(FFNN) with two hidden layers, each with 25

neurons, an activation function (sigmoid) at all
Jespersen MC neurpns, a_nd an ADA_I\{I as gn optimizing functi(_)n to
ot al. 2] predict antibody-specific epitopes (B cell) or epitope
: targets of provided cognate antibodies. The dataset

was obtained from the IEDB database. PCA was
used for dimensionality reduction before the model
was trained.

It was shown that a simple set of attributes
retrieved from the cognate antibody boosted the
rate of accuracy in predicting individual
epitopes. Furthermore, sophisticated features
such as Zernike Moments can improve the
model’s predictive potential. When compared to
DiscoTope 2.0, this model performs better in
finding patches overlapping with an actual patch
of an epitope in cross-validation and on an
independent dataset.

The authors used PCA and RNN networks. They
converted the physicochemical properties into digital
Ling-yun Liu et vectors, intending to have high-dimensional feature
al. 28] space, and later PCA was applied to process them.
The output from PCA was used as an input to the
RNN for predicting epitopes.

Prediction results obtained by this process
demonstrated that PCA reduced dimensions,
but at the same time, original features of the

main component were retained, and the rate of
prediction was also improved.

Authors introduced a novel scale to measure feature
Bin Cheng et importance, called the relevance of amino acjd pair
al, 29 (RAAP). RAAP was calculated by decomposing the
’ sequences of amino acids based on their
physicochemical properties.

The successful prediction rate was drastically
improved here by using LSTM. It does not suffer
from gradient instability and is good enough for
textual classification sequences. Fivefold cross-

validation was used to test and validate the
models.

Here, a non-redundant dataset was constructed
containing 5500 BCEs experimentally validated, and
6893 non-B-cell epitopes were retrieved from IEDB.
Then, an ensemble model to predict B-cell epitopes
Balachandran ;
based on ERT (extremely randomized tree) and a
Manavalan et s . .
30 classifier called GB (gradient boosting) was
al. 2
developed. The model works based on the
physicochemical properties, AA composition, and
combination of dipeptides and PCP as the input
features.

After performing cross-validation on a
benchmark dataset, it was shown that this
model performed far better than the individual
classifiers such as ERT and GB, with an MCC
(Matthews correlation coefficient) of 0.454.

A cost-sensitive strategy based on bagging MDT
was suggested, which integrates two ensemble-
based learning algorithms. Without employing the
Yuh-Jyh Hu et prediction of a pre-trained single predictor, it makes
al. Bl it independent of multiple prediction tools. It can
also learn a meta-classification architecture with
varied data, without being constrained by a
particular hierarchy.

It was demonstrated that the performance of
prediction is superior as compared to a single
epitope predictor. However, epitope prediction

based on meta-learning is purely dependent

upon the predictive strength of various other
pre-trained linear and conformational epitope
prediction tools, which cannot be retained
directly by users. Hence, this limits the flexibility
and applicability of these meta-classifiers.

Jing Ren et al. The authors proposed a novel staged
=2 heterogeneity-based learning model. The model
learns both heterogeneity and characteristics of
data in a phased manner to identify residue of
antigens of conformational B-cell type epitopes that
are heterogeneous, purely based on sequences of
antigens. In the first stage, the model is made to
learn the generic epitope pattern with propensities,
and in the second stage, the same model is made to

It was demonstrated that if heterogeneity was
learned well, the transferability of the model
improved remarkably in handling new data.lt

was tested and validated on two different
datasets: one with epitopes determined
experimentally and another with
computationally defined. It showed outstanding
performance that was around twice that of
existing predictors, including CBTOPE.
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Study
Conducted

Methodology Adopted

Strengths/Limitations

learn the complementarity of the propensities used

in the first stage, which is heterogeneous but this

time on a small dataset of experimentally verified
epitopes.

Georgios A. et
al. [33l

A novel method, “SEPIa”, has been proposed here
to predict B-cell epitopes from protein sequences
and is sufficiently faster, and it can also be applied
to large-scale datasets. The model is the
combination of two classifiers, random forest and
naive Bayes algorithm.

The average prediction accuracy of SEPIa is
limited. The AUC score is 0.65 in both 10-fold
cross-validation and on the independent test
dataset, which is higher than other approaches
tested on the same test dataset.

Gene Sher et
al. [23]

Authors proposed a novel, analytically trained
DREEP (Deep Ridge Regressed Epitope Predictor)
based on string kernels using a deep neural network

tailored to predict continuous epitopes.

The model was tested with input as long
sequences of proteins from datasets such as
AntiJen, Pellequer, and HIV. The results were

compared with epitope predictors such as
DMNLBE, LBtope, etc. Using the area under
the curve (AUC) metric, the model achieved

performance improvements over SARS by
13.7%, HIV by 8.9%, and Pellequer by 1.5%.

Wen Zhang et
al. 34l

Authors attempted to differentiate immunogenic
epitopes from non-immunogenic epitopes based
purely on their primary structure. To effectively
utilize various features, an ensemble method based
on a genetic algorithm was proposed.

The model was tested on two benchmark
datasets: IMMA2, PAAQD. The model was
compared with methods such as POPI, PAAQD,
and POPISK, which are considered state-of-
the-art in nature. The model performed better,
with an AUC score on IMMAZ2 of 0.846 and
0.829 on PAAQD.

Wei Zheng et
al. 83

The authors used ensemble learning to improve the
prediction of BCEs. Their ensemble method
combined twelve SVMs. To handle imbalanced
datasets, resampling and AdaBoost methods were
used.

The proposed ensemble model achieved an
AUC score of 0.642—0.672 on the training
dataset with five-fold cross-validation and an
AUC score of 0.579-0.604 on the test dataset.

Jian Zhang et
al. 38

To predict antigenic determinants, the authors
devised a cost-sensitive ensemble approach, and a
spatial clustering-based algorithm was used to
identify probable epitopes.

The model performed admirably in terms of
prediction. AUC scores of 0.721 and 0.703 were
obtained using leave-one-out cross-validation
(LOOCV) on two benchmark datasets: bound
and unbound.

Kavitha K V et
al. 37

PCA was used to reduce dimensions and to filter out
the essential features; for prediction purposes, a
random forest algorithm was used.

Experimental results showed that the random
forest-based classifier had an improved
prediction accuracy rate as compared to

BCPred, AAP, etc.

Wen Zhang et
al. 128

The authors used sequence-derived features and
developed an ensemble model based on random
forest to predict epitopes accurately.

The model was evaluated using the leave-one-
out cross-validation procedure, and an AUC
score of 0.687 and 0.651 on bound and
unbound datasets was obtained.

Ping Chen et
al. 39

Authors reviewed various prediction models for
epitopes, such as models based on SVM, neural
network, random forest, etc., to defend
computational approaches in the prediction of
epitopes as in silico methods require a lot of effort
and time.

Apart from defending the computational
approaches, it was also concluded that there is
a limitation to current models as it is impossible

to devise an exact model without having

complete knowledge of the immune system,
and current models are simply best at
approximation.

Claus

Lundegaard et
al. 2J

Here, an artificial neural network was used. The
standard feedforward neural network with
backpropagation was employed to predict epitopes.
The dataset was retrieved from the SYFPEITHI
database.

The model efficiently and accurately predicts
MHC class | type peptides and outperforms the
existing methods.
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corﬁgﬁg&]r%flmodel using various open-source algorithms and web-based tools to analyze the SARS-CoV-2 proteome so as
39 iMﬁg?W?Zﬁe@ﬁ@, rotatiyarfiss!l end Rowl epitapas a3 Paie i apssiecHigesy Mﬁbk’éﬂl@t@o?ﬁb‘?foﬁﬁﬂﬂﬁ‘?ﬁéﬁéﬁ@?”
critggigéqi féﬁ?ﬁ@ﬁb@ﬁ@ﬁﬁ%@éﬁ%@qﬁ&%@@y@ﬁﬁ%ﬁt‘?@ﬁi{ Tekbrpitpes (HLALlasg |, 36 HLA class 1) and six B-cell

epitopes that have the)gotential to serve as primary targets for epitope-based Eep_tide vaccine development against SARS-
486\;Eang, J.; Zhao, X.; Sun, P.; Gao, B.; Ma, Z. Conformational B-Cell Epitopes Prediction from Sequences

Using Cost-Sensitive Ensemble Classifiers and Spatial Clustering. BioMed Res. Int. 2014, 2014, 689219.
1 53 Futire REg8Arch DitECtions in T amy B?-'G@IICEB‘H?S’Eé"PFéHREﬁﬁn
approach to CTL epitope prediction: A combined algorithm integrating MHC class | binding, TAP transport
By Bfi¢ieNcyicanthareieasymalcigavage BERNCORS. idumtifibatmmii e £2Q08, B5E 22988 2883 ral studies have been

42" RUBRL PRPASHRGES BE SESuBRLL VR IMTRIB T HMSLIRi €448 PERIFTABSIPRM-ReoRiBREL L8 sted
I ol oA oS5 BEAEICHoEH A AEREF RIS ACRFEYHISSALRL PGP Biere beods 193y gugrecicing
the binding capability of a peptide, predicting epitopes deterministically is desired. Because viruses continue to mutate, as

ARni? BARG- EovslakRay ViRHsUK b fBUo e QUYALH P TEsaGHIANR: P RRERLE MRGDeRHAS BiRdIRGcine's
corPﬁSQiFHFPﬁBA&%@%Wa%EH%PQW%Q%@H%WQ&-@%B&]Béaf%'ﬁ‘ro?&%%géiﬁsﬁﬁgs—é%‘nants 1 Time being the

Mit%f@,t%;@ﬁﬁé)ﬁ,aﬁ;@m@ﬂ bt Bassdias e meparsh BPA%W@@F&@S%’@S@Q%MQ?PMH@@?&‘s&aﬂ‘:i”es
andyeheield Bm@niyigeeRfictio e e EviRiutiforrBtadeyRSeRans appretecHYP VesSiTesmpalo'Bidie 20egiaon, the future

respgropotivegtions for epitope prediction as predicting epitopes is a sensitive task and needs due attention in order to

zed in a féw studies, where extra- and intracellular

improve it.
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45, Wlexmjdr®y Bredictivesesthofatiornofaproteichtin eatimpitop e idersibodive prpgiaity. ABede L 4pphacozesiifgfle to
predi8t 3dfexdivstically whether a given peptide is an epitope or not. CTLpred 41, one of the servers, operates in this
AEBRGREYeL ReLHiet 2. RSB A aram foF Anfigentiy Srelrtare . WMol ipkph: 6g% pievious
appé&ic_hfioa direct method of predicting epitopes is sought. Furthermore, the technique should be capable of predicting

variable-length peptides with a length greater than 9 mers.
47. Blythe, M.J.; Flower, D.R. Benchmarking B cell epitope prediction: Underperformance of existing methods.

2. Rnoteirns Q-5 at 4 24MapéGorediction approaches rely heavily on just a few classifiers, including ANNs, SVMs, and
idden Markoy, madels 821 There are pther robust classifiers available that can be utilized to achieve even more
4%. ga a,aélf; ﬁaé)havag—&/.lw.)s. Prealc on OPCOHIIHUOUS -ce ?eplatopes In an antigen using recurrent neural

romising resylts, including decision trees (DT), ra forest (RF), convolutional neural networks (CNNs), and AdaBoost
ProEWark. Protéins (gtﬂjcgcfunc{.eﬁloﬁw%&m. %% (gg, 4@—28. ( )
[83] |n the literature surveyed, ANN-based models constitute the majority of the epitope prediction methods. However, relying

48h EhN@BARIaWHoY sdRODIGND sURBNRYAr Mh AP Rictingpingan&-ee sl tRRRS &I PRB NG KRB Sarki MRleessing
pov%'?(?ﬁ%éom%e%t@ﬂ%‘nz%cture [84 Because epitope prediction is such a delicate task, the ANN’s behavior is
5RFCaRRIIRI UngrRIZIaPIR WReRHRAVA RS $8RET RIS rBRIBPVIB RRIUIRS (1iH05R BACENPEAH SRy Préittibiagsasgerated,
whigl?]f@gﬁ%slﬂ?ﬁﬁw @é%gﬁ@@rb%%@qd@@%@zgworming models and robust models for applications such

as the healthcare domain, explainable ML can be explored, which is in its initial stage and remains an open issue 82!, Gagniuc
O A2RaR I3 b plARG Sas Az RYMTIE 50 MEHRQR LIRS GLARLI SN R RRE SRR SL AR AN
catéé;%?lt%%aecgtijl gc{%r%ngg gé%?a}l;@-gﬁqgﬁje% %”r?ei\'/%ﬂ%r‘?‘y” gsgﬁﬁ ri)r%QrSnH ti&LgDSouct) ME ezv%q'tﬁioz’o(?%ss]u%]zéct over time. In
5pis)esrersSnreRes; PastedsoB Mlistsechding Wrattatiiorl BepiRticed-2ohatpegisndiseemeodstrhseetd weiworthy
outegritepeanpteelibimdeousang coedmineatonalirespiftyse proposksicnaeed RN 01 Andbsig/Rasaly 28 spectral forecasts

out%erfor ed the classical ﬁNNs (89, . .
53. Greenbaum, J.A.; Andersen, P.H.; Blythe, M.; Bui, H.-H.; Cachau, R.E.; Crowe, J.; Davies, M.; Kolaskar,

3. RoraoldtthsRad N TS0, Son Bl HANETES & SRS MRR P LRLEREE A BRI RIS S e valRaing:

ens%ﬁ?&!al %B%P%Hgg%ﬁtelqgatr%mg '(I%LMSO 'a g&gg&rp{é%%%e%r Zéo_sg%'g the model accuracy by combining a number of
Sdaseevidssilen dfdreSotthe peobeinuenhasr senBrscaiiatietiende SuRlZSIAR08PaNE, tha® 76—hdBMal counterparts.
Indeed, EL js appealing because it can elevate weak Ie%rners (also known as_base classifiers), which are marginally better
55. SU, S.; Wong, G.7Shi, W.; Liu, J.; Lai, A.C.K.; Zhou, J.; Liu, W.; BI, Y Gao, G.F. Epidemiology, Genetic

than random. guesses, to strong learners, which can make accurate forecasts . The base classifiers vote for a new data

~ Recombination, and Pathogenesis of Coronaviruses. Trends Microbiol. 2016, 24, 490-502. o
instance, and, based on the majority of votes, a class label is returned. An ensemble 'model can be created by training

Sorhiaehesgs Kdse casks baldiftvsaminaibanefSneGhaizile satiadmite B dericdzeBade. ndan asing, tRardskartrining
datk¥aju, The GrapkshiRe RpRanetSensébliadd BcinkilSs srechig i ipsabg ogamnaniARDHERV tase learners
(hoRidglensRp SishemitaneypsRIS aREIMENUSRIE Civer GRasMNE BPYRYIFUBESsd MEnuillye2 G211 Thd, iab prediction is
0btdiA6& ptaking the average prediction from multiple base learners. In boosting, base learners are added sequentially, and

57° PHEAGIORS FPRRTG PYRICYOUS SRS ATR CTCFehid N N UL e ded PySakieAN | AYEIoAIE AUt fid!
the Rigfiei9Bthe cMAF SRELRRANGr BRSNS YOKER NSO 9g8NGo4 P s, leamers on the same dataset (59 and

then using another learner to learn how to best combine all the predictions. Moreover, while dealing with complex data, such
& RehBiteMdna Vteaar, TRRCERT Gell REFRIRFRAC RESRIALHYIRR 1BTBRIARS: P NAGks. The
reagmg‘or%h@?@'that. for these methods, it is difficult to capture various attributes and the underlying layout of the data.
590385106 L&aThioh RIMR . oTERIMAINE ;ARSI M RISing. 5ty FUS IOV, ; Bt iANITENR Qf.C?hMémEfﬁ}}“PWélkr%%ﬁQm'Udev
the iR fRRS ERE ISR IeRSHRNARIRP [Sdpsistinp iR RIope AFsPiesisiate @dAllVekicine 2016, 34, 2008-2014.

6Q. BN AN RembIE AR utpe FATN AR B RHBAR SRR AUtUS AR LN S SAURRS AR I SRS RALE REes of
cytokine storm and immunopathology. Semin. Immunopathol. 2017, 39, 529-539.
61. Ep'B‘é?,"?.%?*, HLERseIEle JarRiRy e SRR o4 SOP SIOA A & H B P I MU RR AR HS VR SRR B retiability

pportunities for Peptide Vaccination. Front. Immunol. 2014, 5, 171.

62. ipene B AuiDanmalyed, MotRaasissoMerhicslHiopdied anemasyaE PERiesben: mpbicati e or raaaie from
pepiasigagidateR e IRanruaebbe08pitpddptediaion system in place, additional physicochemical properties need to be

[92][93 . . . .
6%9(.%3?19, b_.]L.; DelLuca, D.S.; Keskin, D.B.; Chitkushev, L.; Zlateva, T.; Lund, O.; Reinherz, E.L.; Brusic, V.
MULTIPRED2: A computational system for large-scale identification of peptides predicted to bind to HLA
5. The existing ML-band methods for eplt?pe prediction hayve been assessed using metrics such as accuracy and area under
supert Ees and alleles. J. Immunol.” Methods 2011, 374, 53-61. o o o
the curve Y UC). However, other confusion matrix-based performance metrics such as Gini, specificity, sensitivity, F-score,
Béapicisrindds LoneagantdeficieMamnie, Rridpeasislesics dan bambreddanByLStHS. pEroimancs ofHBM el in
a bReJiatlg prediction of T-cell epitopes using neural networks with novel sequence representations. Protein

Sci. 2003, 12, 1007-1017.

ds.&nﬁnnculusioms.; Lundegaard, C.; Nielsen, M. NetCTLpan: Pan-specific MHC class | pathway

epitope predictions. Immunogenetics 2010, 62, 357-368.
Prediction of T- and B-cell epitopes can play a game-changing role in the EBPV design process, as well as in disease
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Comput. Biol. 2020, 16, €1007757.
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