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Graph neural networks (GNN) and deep reinforcement learning (DRL) are at the forefront of algorithms for
advancing network automation with capabilities of extracting features and multi-aspect awareness in building
controller policies. While GNN offers non-Euclidean topology awareness, feature learning on graphs,
generalization, representation learning, permutation equivariance, and propagation analysis, it lacks capabilities in
continuous optimization and long-term exploration/exploitation strategies. Therefore, DRL is an optimal
complement to GNN, enhancing the applications towards achieving specific policies within the scope of end-to-end

(E2E) network automation.

deep reinforcement learning end-to-end networking graph neural networks

network automation optimization approaches

| 1. Introduction

Following the establishment of comprehensive advanced 5G and 6G standards, 2019 to 2023 has witnessed the
pioneering commercial deployment of fast-speed wireless networks, which supports the advent of smart digital
transformation. The internet evolution presents advancements in ultra-reliable low-latency, high-throughput,
mobility-aware, and high-coverage connectivity that set a new benchmark compared to the previous network
generations L2, Forecasts by the International Telecommunication Union (ITU) anticipate exponential growth in
global mobile data traffic, with projections extending from 390 exabytes to 5016 exabytes between 2024 and 2030,
respectively . As digital transformation and its volume expand with the benefits of widespread coverage and
lightning-fast connections, it also faces significant challenges in managing the growth in data, devices, and
services 4Bl To address these evolving challenges, a shift towards network automation is essential to breaking
down barriers within end-to-end (E2E) solutions, which spans three domains: radio access networks (RAN),

transport networks, and core networks.

Traditional RAN requires redesigning with Al-empowered control 8, shared cloudification @, optimized power
allocation B8 and highly programmable handover and interoperability 29. During the redesign process, initial
challenges arise in data exposure capability and the level of network infrastructure knowledge necessary to support
rich-feature input and processing for network automation. Considering the significant objectives of integrating Al, O-
RAN, and software-defined networking (SDN)-enabled management, the ability to encode network conditions

(signal, interference, spectrum availability, etc.) and decode hidden relationships between each timeslot remains
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burdensome. Furthermore, transport and core networks also require the ability to understand traffic (congestion)
patterns, resource utilization, and anomaly detection in complex topology graphs L1231 Therefore, before
focusing on other potential issues in E2E networking, one key research is the selection of optimization algorithms

that handle complex graph-structured topologies and extract data to support self-organizing capabilities [24115],

Previous works supported by standardization, academia, and industry experts, are coming to conduct the creation
of cutting-edge testbeds and simulation tools for network intelligence L8I7I18II9 The motivation from existing
testbeds has guided researchers towards integrating three key objectives, namely zero-touch autonomy, topology-
aware scalability, and long-term efficiency, into network and service management 2921 |n terms of these goal-
oriented optimizations, graph neural networks (GNN) [22123124] and deep reinforcement learning (DRL) 23126127] gre
at the forefront of algorithms for advancing network automation with capabilities of extracting features and multi-
aspect awareness in building controller policies. While GNN offers non-Euclidean topology awareness, feature
learning on graphs, generalization, representation learning, permutation equivariance, and propagation analysis 28]
(291301811 jt |acks capabilities in continuous optimization and long-term exploration/exploitation strategies.
Therefore, DRL is an optimal complement to GNN, enhancing the applications towards achieving specific policies

within the scope of E2E network automation.

| 2. GNN
2.1. GNN and Its Variants

GNN represents a class of deep learning models designed to perform inference on data structured as graphs.
Initially, GNN is particularly powerful for tasks where the data are inherently graph structured, such as social
networks B2, chemistry 3, and communication networks B4, The core idea behind GNN is to learn
representations (embeddings) for each node/edge that capture both (1) key features and (2) the structure of local
graph neighborhood. GNN iteratively updates the representation of a node by aggregating representations of its

neighboring nodes and combining them with its current representation.

Several well-known variants of GNNs have been developed, where each with its own approach to modify on
aggregation and updating steps, including (1) graph convolutional networks (GCN) 22! simplify the aggregation
step by using a weighted average of neighbor features, where weights are typically based on the degree of the
nodes; (2) graph attention networks (GAT) 28 introduce attention mechanisms to weigh the importance of each
neighbor’s features during aggregation dynamically; (3) GraphSAGE B4 extend GNN by sampling a fixed-size
neighborhood for each node and using various aggregation functions, such as mean, LSTM, or pooling; (4)
message passing neural networks (MPNN) B8l generalize several GNN models by defining a message passing
framework, where messages (aggregated features) are passed between nodes; (5) edge-node GNN 2 target on
edge updates alongside node updates for radio resource management, which demonstrated superior performance

in beamforming and power allocation to achieve higher rates with less computation time.

2.2. Applied GNN in E2E Networking
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Beyond traditional networking approaches, GNN offers a paradigm shift for network intelligence through the
capability to model and analyze the hidden relationships and dynamic attributes in graph-structured massive
network topologies. Furthermore, GNN with permutation equivariance offers a significant advantage in
communication networks by treating equivalent network configurations, even if nodes swap positions, as the same
from a network function perspective. This key factor translates to reduced training effort, making GNN particularly

well suited for analyzing and optimizing complex network structures 249,

| 3. DRL
3.1. DRL and Its Variants

DRL combines the principles of reinforcement learning with the representation learning capabilities of deep neural
networks (DNN) by (1) enabling agents to learn optimal policies for decision making, (2) interacting with the
environment through observing states and applying actions, (3) receiving feedback by proposing specific reward
functions, and (4) targeting to maximize cumulative long-term rewards 1. The foundations of DRL involve the
Bellman equation used to update the value, as Equations (3) and (4), where (1) V(s) is the value of state s, (2)

Q(s,a) is the value of taking action « in state s, (3) Rt is the reward at time ¢, and (4) y is the discount factor.

3.2. Applied DRL in E2E Networking

DRL marks a significant evolution in networking intelligence, diverging from conventional strategies by its
adaptability and learning-driven approach to optimize network functions [421431[44145] Taple 1 outlines DRL notable
studies in E2E networking contexts, including the networking domains, key remarks, state observation, action

implementation, and reward targets.

Table 1. Selected comprehensive works on applied DRL.

Network .
Domains Key Remarks State Action Reward Ref. Year
Access ] Partial CSI, S
networks: includin Maximization of
(1) maximizing Utilization of an . 9 the total
: received Sub-band
the sum rate attention . . throughput on
. . interference selection and . .
(2) adhering low  mechanism to . . V2l links while [46]
information, power . 2022
latency focus on relevant . . ensuring low
) : . : remaining allocation for
requirements in state information latency and
payload, and V2V agents . N
smart among agents N high reliability
. remaining time .
transportation for V2V links
. for V2V agents
services
Access Model-free DRL Global network (1) task The negative 47 2021
networks: framework state including offloading weighted sum
(1) optimizing employing Q- task requests decisions (local  of task
total weighted learning with from ground processing or processing
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Network

Domains
costs for task
offloading and
resource
allocation in an
SDN-enabled
Multi-UAV-MEC
network

Transport
networks:

(1) maximizing
overall system
throughput for
real-time traffic
demand across
autonomous
systems

Transport
networks:

(1) optimizing
the routing
decisions by
minimizing delay
and loss while
maximizing
throughput

Core networks:
(1) optimizing
the allocation of
VNF forwarding
graphs to
maximize the
number of
accepted
requests

Core networks:
(1) optimizing
adaptive online
orchestration of
NFV while
focusing on
maximizing E2E
QOoE of all
arriving service
requests

1. Salh, A.; Audah, L.; Shah, N.S.M.; Alhammadi, A.; Abdullah, Q.; Kim, Y.H.; Al-Gailani, S.A;

Key Remarks

enhancements to
handle the mixed-
integer conditions
of task offloading
and resource
allocation

Utilization of
policy gradients
and handling
partial
observability while
adopting actor-
critic algorithms
for stability

The proposed
model used DQN
for SDN to
proactively
compute optimal
routes (leveraging
path-state metrics
for dynamic traffic
adaptation)

Enhanced DDPG
with heuristic
fitting algorithm to
translate actions
into allocation
strategies

Utilization of a
policy gradient-
based approach
with Q-learning
enhancements to
handle the state
transitions and
real-time network
state changes

State

equipment,
available UAV
resources, and
current network
configurations

Source and
destination of
flows, current
traffic loads on
links to
neighbors, and
observed
throughputs

Source-
destination pairs

VNF forwarding
graphs, including
computing
resources for
VNFs and QoS
requirements for
VLs

CPU, memory
bandwidth,
delay,
orchestration
results of
executing SFC,
and the arrival
requests with
different QoS
requirements

Action

offloading to a
UAV) and (2)
resource
allocation
strategies
(assigning
computation
resources to
tasks)

Selection of
next-hops for
routing traffic
flows

Selection of
specific E2E
routing paths

Allocation
decisions for
VNFs on
substrate
nodes and
paths for VLs

The allocation
of network
resources and
VNFs to fulfill
the request

Reward Ref.

delay and
energy
consumption

Average

throughput of

all concurrent (481
flows traversing

an agent

Path-state

metrics

including path
bandwidth, path 22
delay, and path
packet loss

ratio

Acceptance

ratio based on
successful
deployment of
VNFsandVvLs 0
while meeting
resources and

QoS

requirements

Maximizing

QoE while [51]
satisfying QoS
constraints

Year

2020

2021

2019

2021

Hamzah, S.A.; Esmail, B.A.F.; Almohammedi, A.A. A Survey on Deep Learning for Ultra-Reliable
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| 4ndntegratedcGNNcand DRbvdn E2E Networking Sohlutions21. o,
55098-55131.

The syner% of GNN and DRL capitalizes on (1) GNN: the capability to encode complex graph environments,

2. Zhou, W.; Islam, A.; Chang, K. Real-Time RL-Based work Slicing Design and Traffic. Model
appro>8mate actslong)rewargs, and compute g-values, along wit ZS\ISIE(L: the ablm to explore G(?\IN architectures

istribution: Implementation for V2X and EMBB Services. KSIlI Trans. Internet InL. } 20%3, 17,
and evaluate the ac uracy or rea out predlctlons. Flgure 1 presentst e overview o fusmg ot agorlt ms and

keyz?gé?fu_r%g8%at complement each other. Together, GNN+DRL extract auxiliary network states, advance
GeridAdliZaddfi Egitaniigs d0d thao)edasa20R6tde2030g Bowounieaspétd -RvSE0Es sy fanéicnitatoeards
pioediives idtwstk\anowittiont/dms_ pub/itu-r/opb/rep/R-REP-M.2370-2015-PDF-E.pdf (accessed on 2

February 2024).

Fusing GNN+DRL-based
4.Yu, J.-H.; Zhou, Z.-M. Eﬁ‘ﬁ’rﬁ’ﬁﬂlgnts and Dpvelop Data System: A Survey.|J. Electron.
. -0 b 7 + ey Meatures: conlinuous oplimization, long-berm exploration
Sci. TeChn | ]$7.:: ": :.;: exploitation strabegics, .1mla1|1m|wno:m-1m1:nd 1
..'f.‘r L ] fll'-
5. Andersen, P.L.;%shbrook, C.ou kkaubolg, N.B ig Data Analytics and the
Internet of ¥Rirgs (10T) AspectS i [ndtsial Development, Sustainability. Int. J.
. .

Intell. Net¥
gj NM-assksted DRL
6. Shahjalal, M: ,S.; Khan, M.; Liu, S.; Lim, S.; Kifft; EZYUN,'D.-W.; Lee,
J.; et al. Enabli mpowere ve.Radio Access Networks. ICT

graphs, gereralization, representation leamimg, permistation

Express 2022

wijuivagianoy and progagation analysis

7. Azariah, W.; Bimo, FRsE @by~ Cheng, R.-G.; Nikaein, N.; Jana, R. A Survey on Open Radio

Access Networks: Challenges, Research Directions, and Open Source Approaches. Sensors
2024. 24. 1038 Figure 1. Overview of GNN+DRL and the key features.

4.1. AccegsriNiebworkallocation for NOMA-Based Cellular Two-Way Relaying. KSII Trans. Internet

Inf. Syst. 2023, 17, 202-215.
Figure 2 illustrates the schematic representation of the wireless network input in relation to the policy objectives

RatSndhabizh fie 08RGic%p s ds PPUIRESGNG Qe RA B A AN S Ry A G MM BN SLE R B s
is 10dRRTUL GO Gl RIGR aRoh A INSLRBIRLMEAIR nan IR, R Sh Ay Y0R8 e orf@is of
megga%e passing, aggregation, feature transformation, and update mechanisms that enable the network to learn
liorvidegiputi st yivRchnai n JieIEXL s abled teobitie) ladatenoedated Viodie RatliceA\carssTeasriaotyip
the%mmgrkmyﬁ\rslﬁaely_ Fadden 2028 canxperf8o4i3846 steps, which allows the network to capture more

complex patterns and relationships_at higher levels of abstraction. The depth of the network (number of hidden

11. Wang, N.: Wang, H.; Wang, X. Service Deployment Strate%y for Customer Experience and Cost

layers) _typ_lcaI[y correlates with the reach of a node (e.g., how many hops away in the graph the node information
Optimization under Hybrid Network Computing Environmient. KSII Trans. Internet Inf. Syst. 2023,

can pro a%ate from).
17, 3030-3049.

12. Tian, Z.; Patil, R.; Gurusamy, M.; McCloud, J. ADSeq-5GCN: Anomaly Detection from Network
Traffic Sequences in 5G Core Network Control Plane. In Proceedings of the 2023 IEEE 24th
International Conference on High Performance Switching and Routing (HPSR), Albuquerque, NM,
USA, 5-7 June 2023.
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13. VijayalaksQgai, B-; Ramya, T.; Ramar, K. Multiveiwdlye Congestion Prediction Using Stacked LSTM
. .Hidden Lnlyer Co esf_ Readuu]:
Autoencd@f@pPBased Bidirectional LSTM Modelm rans. Internet Inf. Syst. 2023, 17, 216-238.

14. Yang, L.; . Hg‘-JF;'; Y. Niu, B.;Q&J , Wang, C.; Cao, X.; He,
beyond Com %@Eﬁf“ gen Attribu }\Itg@‘glog?é In Proce JZE
D

_f’ b AT v * -
Proceedi .%E;LM:W@N Conferenc 2. Lybn| France, i !'H‘a': ]
WL A . \ ssociation
|-|_ : ‘#‘_ [ L " e .
15. Peng, Y.; ai‘”}@;:} . DRL-GA¥* Deep ég nforcem Clcter-Froe  WEIE
.. Ht AN . - .
Driving Plarmy i'e:f e raph Att etworks and Simy MOMA t. Archit.

0
fé# i i | -
2022, ﬂ%ﬁ Y 2 Radio Resource
0 i md Allocation
16. ETSI TR 103 1955%A re N ork.and Interoperabilfy Testmg (1IN G AFI)

Generic Autonomic Network Architecture. Part 1: Business Drivers for Autonomic Networking.
ETSEi@Uﬁ@aSQHﬁﬁ'@%,9@6%95?0?@2599 from input network graphs towards access network policies.

12.1GE RIAN Shiethgvailable online: https://github.com/GENI-NSF (accessed on 2 February 2024).

18:BP8t R: 1520 fos& PR BNN: 1208 ruidiFkrp DR SHARU MR RAT SRR IR IMB DAL M3 UanRg
and CAR¥EAN RISRRIVIRISGURIAISFOIRATN NGB KIS HAS IR ORI BG B P BN SRECATEE - 8P 28pR80y-
indé&?%’eﬂl?@élature extraction, which enabled scalability and generalizability across different networks. The

13PRegelh URRE MyiEmgent; ila P APinBeR TENIOHNRERH S ITa0RN Y N X LB RiRBY ANBPPRIEIG Rl ti-layer
perg&%(pﬁa(ﬂ@fﬁ)afg(i@dg@ﬁqégqﬂ;@g]‘_Qr_@@p;g\gz_ing long-term revenue under E2E service delay and resource

constraints. The framework demonstrated significant improvements in infrastructure provider’s revenue, achieving

205 MeEada Gy KBIRVSIGNC 552 M RulOr Bk LAY S AT IOMAHR NEbMOIk 2S8R ed scheme
Nkanageme(pt in_Future Cell%larfzz Networks: A Structured leeratur .Rdewew. Comgg\t/. Ne[tw. :

maintained good performances without re-training or re-tuning, even when applied to unseen network topologies,
.202% 220 %09477. -

which showcased 1ts generalizability and robustness.

21. Bringhenti, D.; Marchetto, G.; Sisto, R.; Valenza, F. Automation for Network Security
4.1Z RadiaReseuwce Adacatiothd Research Trends. ACM Comput. Surv. 2023, 56, 1-37.

2. B, Sojutimnsg eBiciént,rXdioZ hasogrck ; Altaadon .isHuacigl, M6r, dbtang, SérdineQieinaswironrtfiging fairness,
quakiyplit atioicef(QosphdilieisralyN et arbs-bifvireless Nietuperktso ha E& (2pses.) ZGaomen an. SbmtadRited
gragh 2&d4fbr@iédnt learning by first transforming the traditional state and action representations from matrices to

A5 GIBBIEBLS B L S EANSR R EaRE S Lt 085 0 Al oo eve!
relaéonshi S efﬂ'&i&atlylgge Aﬁggﬂ—based representation was then utilized within a DDPG framework, where the

ommun.
actor and critic networks were adapted to handle graph inputs to allow the model to learn optimal policies for

2fsdate Riooe; thd@Bgesed Bffosth Kébns, fedaedt Nruimh dHeRvRIKs dpihinisiio ariaModadnefured
the N@RtRHaMataaGEe BE ARG O TtARSHAMAMABUMEM OBEANERUHEATIRRSI FIGF rRRiciS03%e L losults

shodebded significant improvements in training efficiency and performance for radio resource allocation tasks. The

2 apiupaReH, RPF&) AI9R4EhD . demenelraigd | e SV e N REat g3 8in CRMRHIAA 15§ R Y Sh G pHBRilRAtiasd
lowg{ BRAER FOBIRBIELRYEMA IR P NRPAEIRPF RIGAFMI R tworks: A Comprehensive Review of

41/’319?1{;}2;“ Sasnézlcfxﬁptljlﬁatlons. IEEE Trans. Neural Netw. Learn. Syst. 2023, 1-21.
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26tihalengy. NACprépoaad DQN-GCENMeSsdNiy dkay By, dbfdngjre ukiaregsdcifliokimyiiz bsApelicaticnsvoives
a sbqemdeevifergen aitidlgarhingysteto nmmessoatidies aserl Netwettiongpialiamvay. dEqEplowtenennodes
corfeapenduioiusdd 9y 2hs8ls3Biedt /8S), and edges represent wireless connections. A GNN is then used to
FRE 'S GRED B R D R R TRt NG o S a PR A U &y R E framg R Fg 2

tivi ithin th t Follgwing t { , a DON t is trained to decide the best b tati f
CO”‘FSB.'%% r\ﬁwp ul .ﬁn?eqﬁ 585(3 _? (i_\ﬁlgg_li%%%zs eps, a DON agent is trained to decide the best base station for
user connection based on the network state, which includes user-BS associations and other network parameters.

2thelMishrition-B1. CNNAWMATES W iersias dRaaHas de@ grighZation el SSaimNRUED N eduar iseisiohY, which
aim20B3ori¥e2R0RER G Brormance by selecting the optimal user—BS associations to maximize the reward

Ryalyglieg- Wy, C.; Zhu, H. Topology-Aware Graph Neural Networks for Learning Feasible and

4.1%8(9fhvgteAr%9e%FhﬁﬁWR0ns' IEEE Trans. Power Syst. 2022, 38, 5660-5670.

30. Luo, D.; Cheng, W.; Yu, W.; Zong, B.; Ni, J.; Chen, H.; Zhang, X. Learning to Drop: Robust Graph
AN A AT S YO P el G A SR OrSing T B LR e B e T A ACHN R g o hieh
et ed B e S R S DS MG oA OAPEVSHE S 13 fIBHEN YoRfligate interference and
improve system performance by enabling more adaptéble and scenarib-responsive NOMA communications. Xu et

3. BIMASERLID AR BRNRISHR: HarRURRK s BeHiRlaRBBildrebRatesnAmnsNigior Auddesfve interference
carfR8IRiBFCe paritidRs aWHRG MegiseranbNauiahNeiwriksyiE<BIRRNSAREMING (RPHERERRAM g NN
terffetPgs AMATUNK) GPRBRBIR 2@Adrid-28agdRAzharefficient communications in next-generation multiple access

FMEARTOPISMANPIAROESY RIGONINY IRY6TageifgS INAR DMEIIR NS IRAY NBRVBIRESFSPeSoRAg) optimize
beamieiHin dhaifbiaproos SHEE ERRNONORT DRI B bH RIBBIRESHARIG R OPgSELAUOGNN
apwg%ié%,c@ﬂg[jgeﬁ NOMA my%ggform conventional cluster-based NOMA across various channel

correlations.
33. Reiser, P.; Neubert, M.; Eberhard, A.; Torresi, L.; Zhou, C.; Shao, C.; Metni, H.; van Hoesel, C.;

4.§C|'mii§p§rt‘|N§WVﬁFRfs T.; et al. Graph Neural Networks for Materials Science and Chemistry.

Commun. Mater. 2022, 3, 93.

4.2.1. Routing Optimization ' ) .
34. Suéarez-Varela, J.; Almasan, P.; Ferriol-Galmeés, M.; Rusek, K.; Geyer, F.; Cheng, X.; Xiang, S.;

Swaiaeathe; & ear8elhrdposcabellpsiprEpivodch et ahtdgrapty euwalitdapwokeniowbrkeneopiaati® fouting
ded¥eingoirk SOBD MR biectu@pamanthoRes| i infkhddeind 2aRing3 Tnifidig—25R:twork state matrix
BIARAEES WAL AORSEY. NcR LK RP GRS D MASTLERIAT NS SHEE ABAh SFie AL NN
actiﬂ%\ﬂ%ﬁ B%N witthigérée I@&bvfrwoék’lii trained using experiencing routing episodes, which employs a

mput.
custom reward function focused on packet delivery and minimizing delays. The GNN+DRL algorithm significantly

3RaWal D alkel fdps M GonVaRDidRer Rrefadt WeBys hhpardd SEIRERRAAMS BRI ANEURkest path
alghV@twerk. In Proceedings of the World Wide Web Conference 2019, San Francisco, CA, USA, 13-

17 May 2019.

4.2.2. Flow Migration ' . .
37. Liu, T.; Jiang, A.; Zhou, J.; Li, M.; Kwan, H.K. GraphSAGE-Based Dynamic Spatial-Temporal

sursaph EbpusgiutienahNetinorkier aparbadhredittie@midrbton] ranghl néedlrddanspe IysaniO28024tion of
trafid al{dny1dP&ent network function instances to adapt the loading statuses and balancing between network
RSB JERRILES. SRS iR LB oSS B R oYy E PSSR RIrafon. whieh
Ul RS MR AN AP RiR Y S PRASRUAT PRSP N PRI 'S R 9 Ry Bgration

policies, while maximizing QoS satisfactions and minimizing resource consumption. DeepMigration demonstrated
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38gMétangt, pécfuimdn 8 him Epoy dkients G nEMNG K n&tiGanatah Edden P Heje EabipdWeredigiiidn by reducing
the Aoshitaduwaicr kewdi 017596 ofivoen Madiageime s compAretessdletwo tkasAiratable online. arXiv 2022,

arXiv:2301.00757.
4.2.3. Traffic Steering

40. Shen, Y.; Shi, Y.; Zhang, J.; Letaief, K.B. Graph Neural Networks for Scalable Radio Resource
Raifig izt e e ittearaleteBariese snadel it Tridb redeimaanaye i aficeioy. stearingensgdisnion antipep BFC
deptoymentangstraffic steering in SDN controller. The proposed scheme predicted optimal paths considering
delays through GNN. The system autonomously selected paths with minimal delay for traffic steering and SFC

4&épl'l'(|)’an1'e[r?te beyp |§§'r25?r§86tﬁ2%to5ﬁ§ Sé”;%énAe”fg? \G%E:Yé%vr\{ ﬁalgﬁlr\\/gzgg Z\’ rggéltvt?iz séL/'s(t)e?rT% 7déé'monstrated efficient

di2siaregythizaifdreay) dptindéhsFC.depldgnadethDesp dRigiritreemantsl EarmagiBasaeebOyilins Yawks across
sepaffieacing @a ch&riesahosedl iveatioddrs Hapahilljoioilt & dgee Goenp udi e i damtiyosdioend. Eastces, while

acheoimgsi 228t improvements in latency and resource management.

42'2819']931}15-518@1%&'( 195 %figRt(J)rsatlsdhKim’ S. DRL-Based Backbone SDN Control Methods in UAV-
“Assisted Networks for Computational Resource Efficiency. Electronics 2023, 12, 2984.

44" Shefl; W (RUOHh GO LR K028 SiReG RS EiomaLrY s AlgiRshess
PG PSR R A SPUHEE BB AM ABpIBRAIE BTt B S651C M PGBl Used for
forecasting VNF instance resource requirements for facilitating proactive reconfiguration decisions. The system

RniaMal; MatlePsrEs vaseligh feMiiirananthenn Qhemarksios biisieat fetoshedssated and
serbiEQ b HRMBYINIERLI0NRHBrS AbNRIGRIEINedsted - (ceaRilrMGIE LGN b9 0pbling 34 madatr

ARPtDIFLON; PRGAPR) YNorRIgng. FeYRTIUR. 0%k, iNIREABIIES ftseEAToN iROTEX IiRReRt BHE Tigseand
banghighhigxaREREilFNE ERRErINaLriiAgeH e AE i IR CPaRame KhatNEnatit 802 2! the Bpblem,

while integrating with GNN for graph-structured scalability. The effectiveness of the proposed model was validated
4gga§n@?’el>:<)d(.:tz sho%)tloﬁé IPolr?I§FnBa Sr?e va.?rﬁ§. qm—:‘oggpi)re]ﬂn?gn alﬁg?a HgﬁgnAcljlgr%%H(s)trr]aithHg i_rryo%\e/l_’!é/l gf%ctiveness
with SRk AR R heesReHng% OhMRALET SFE /LT iRt nal IR SonteroneeAhiicanty lower
tharC}:&ggna%m(e:\%i(?B?grr}g%rzliiln&\“?CC) 2021, Xiamen, China, 28—-30 July 2021.
48. Zhao, X.; Wu, C.; Le, F. Improving Inter-domain Routing through Multi-agent Reinforcement
4.3.4018 NetweEKSdings of the IEEE INFOCOM 2020—IEEE Conference on Computer
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Figure 4. GNN+DRL for orchestrating service chains.
4.3.3. Core Slicing

Tan et al. (%3] proposed a novel E2E 5G slice embedding framework that integrates GNN+DRL, primarily in core, to
dynamically embed network slices. Utilizing a heterogeneous GNN-based encoder, the scheme captured the
complex multidimensional embedding environment, including the substrate and slice networks’ topologies and their
relationships. A dueling network-based decoder with variable output sizes was employed to generate optimal
embedding decisions. The system was trained using the dueling double DQN algorithm, namely D3QN, for
enhancing the flexibility and efficiency of slice embedding decisions under various traffic conditions and future
service requirements. The proposed GNN+DRL integration achieved higher accumulated revenues for mobile
network operators (MNOs) with moderate embedding costs. Specifically, authors obtained significant
improvements in embedding efficiency and cost-effectiveness, which showcased its potential for practical

deployment in 5G and beyond networks.

4.3.4. SLA Management

Jalodia et al. 4 combined graph convolutional recurrent networks for accurate spatio-temporal forecasting of
system SLA metrics and deep Q-learning for enforcing dynamic SLA-aware scaling policies. By capturing both
spatial and temporal dependencies within the network, the graph convolutional recurrent networks model

forecasted potential SLA violations. The deep Q-learning component utilized these forecasts to train on scaling
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actions, which aimed to optimize for long-term SLA compliance. The proposed approach allowed for proactive
management of network resources, while reducing the risk of SLA breaches and enhancing overall network
efficiency. The proposed framework achieved a 74.62% improvement in forecasting performance over the baseline

approaches, which demonstrated better prediction accuracy for preventing SLA violations.

| 5. Application Deployment Scenarios
5.1. Smart Transportation

In 83 the authors address the complexity of V2X communications from the perspective of task allocation, which
can be processed either locally or by an MEC server. The authors identified communication scenarios as a
significant aspect of channel conditions in MIMO-NOMA-based V2l communications. The paper proposed a
decentralized DRL approach for power allocation in the vehicular edge computing (VEC) model that enhanced
optimal policy of DDPG in terms of power consumption and reward improvement. Furthermore, (68 employed DQN
to learn the optimal value for the V2X pair, which considered the agent within the RL framework in terms of action

and resource allocation observation.

5.2. Smart Factory

In B4, authors presented a DRL-based decentralized computation offloading method tailored for intelligent
manufacturing scenarios. The paper introduced the dual-critic DDPG algorithm that uses two-critic networks to
accelerate the convergence process and minimize computational costs in edge computing systems. By
implementing a multi-user system model with a single-edge server, the dual-critic DDPG algorithm efficiently
addresses computation offloading and resource allocation challenges while demonstrating good performance in

reducing system computational costs for intensive tasks in smart factory.

5.3. Smart Grids

GNN+DRL offers significant opportunities to enhance smart grid reliability, efficiency, and sustainability, moving
towards more intelligent and resilient energy systems. By pointing out potential challenges (e.g., various QoS
levels including periodic fixed scheduling and emergency-driven packets), traditional smart grids struggle with
adaptability to massive/congested network conditions and adhere QoS requirements. In 88, the authors discussed
an SDN proactive routing solution using GNN for improved traffic prediction. The paper targeted on improving QoS
by (1) predicting future network congestion using GNN and (2) dynamically adjusting routing paths and queue
service rates through DRL. The proposed method enhanced the smart grid proactivity in handling of regular and
emergency data traffic, which showcased an innovative approach to managing network resources and ensuring

service delivery under peak and off-peak conditions.

| 6. Potential Challenges and Future Directions
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6.1. Explainable GNN+DRL

While integration offers remarkable potential, granularity and complexity present a significant challenge,
particularly, when these models deploy in critical infrastructure, the decision-making hypothesis becomes
increasingly concerned and requires deep inspection. The interpretable GNN architectures require further
explorations that inherently reveal the reasons behind each flow-level, node-level, and graph-level predictions
(including attention mechanisms or layer-wise explanations). Beyond architecture interpretation, future studies
should enable or guide users to understand how altering inputs would affect model outputs, which fosters trust and
debugging capabilities. Moreover, researchers can extend by developing methods to extract insights from pre-
trained models. Addressing explainability is not only ethically necessary but also crucial for regulatory compliance
and gaining wider adoption in safety-critical domains. Figure 5 describes how explainable modelling interacts to

stakeholders with understanding interfaces and outputs.

Explainable GNN+DRL Stakeholders
Predictions .
[ ] Diata scientists/
Developers
x| &

Interface
Q\' | Domain Experts
= (&)
; Managers/
Explanations Business Cwners

Figure 5. Explainable methods for explaining stakeholders with proper dashboard interfaces.

6.2. Overhead Consumption: Latency, Energy and Computing

The computational demands of GNN+DRL raise concerns about its real-world applicability. Beyond formulating

reward functions that jointly consider latency, energy, and computing resources, future research should focus on:

« Lightweight GNN architectures, which designs efficient GNNs with reduced parameter counts and

computational complexity, potentially leveraging knowledge distillation or pruning techniques.

» Hardware acceleration, which explores specialized hardware (e.g., GPUs, TPUs) or hardware-software co-

design to accelerate GNN computations and enable (near) real-time capability.

 Model compression and quantization, which reduces model size and memory footprint while maintaining

accuracy.

6.3. Interoperability with Existing Schemes
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Integrating GNN+DRL with existing network infrastructure presents a significant challenge. The key research
directions include (1) hybrid approaches, which combines with traditional network protocols and architectures (e.g.,
SDN, NFV, MEC) for enabling a gradual transition and leveraging existing operations, (2) standardized interfaces,
which defines open and adaptable interfaces that allow GNN+DRL models to seamlessly interact with diverse
network components and protocols, and (3) backward compatibility, which ensures that new models can work with
older systems (minimizing disruption and facilitating wider adoption). Figure 6 illustrates the overview of

interoperating GNN+DRL in existing software-defined and virtualized infrastructures.
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Figure 6. Interoperability of GNN+DRL with SDN, NFV, MEC, and federated learning.

6.4. Reproducibility Awareness

The diverse and complex requirements of future digital networks necessitate robust reproducibility practices in
GNN+DRL research. Building a strong foundation of reproducibility is essential for fostering research growth in

GNN+DRL and ensuring its practical impact. The key research areas include:

https://encyclopedia.pub/entry/56361 13/14



Integrated GNN and DRL in E2E Networking Solutions | Encyclopedia.pub

« Building standardized benchmarks and datasets, which develop publicly available, well-documented
datasets and benchmarks that represent real-world network scenarios; therefore, enabling consistent evaluation
and comparison across different studies. Due to a lack of comprehensive studies or data across all domains
(access, transport, and core networks), researchers face several issues to conduct the comparison and identify
the key metrics to target during experimentation. Different studies may use varied metrics, which making direct

comparisons challenging.

» Code and model sharing, which encourage open-source code and model sharing to facilitate collaboration,

reproducibility, and accelerate research progress.

» Experimental design guidelines, which establish best practices for experimental design, data collection, and

model evaluation to ensure the validity and generalizability of the research findings.
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