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Integrated IoT-fog-cloud system (iIFC) offers the opportunity to create suitable platforms to develop and operate

important smart city applications. These applications can utilize services provided by IoT devices, fog nodes, and

cloud services.

smart cities  smart city applications  Internet of Things  fog computing  cloud computing

optimization  networking  security

1. Introduction

Progress in communication technologies, IoT, cloud and fog computing, and software technologies strongly

contributed to the evolving concept of smart cities. Many unique opportunities can be offered by these technologies

to create a wide array of applications that optimize smart cities’ services. IoT enables the interaction of different

physical objects, including sensors and actuators, and integrates them with a smart city network. Cloud computing

offers powerful, scalable, and on-demand computation, data storage, and innovative software services to enable

different smart city applications. Fog computing provides real-time services, better location and context awareness

processing, mobility supports, and advanced communication services, such as streaming support for smart city

applications . The combination of these technologies allows applications to utilize the best features of each one

to optimize operations and enhance the quality of service. As the cloud provides virtually limitless storage and

processing capabilities, fog nodes supplement those with locality and mobility tuned functions with accurate

location awareness, real-time responses, caching services, and localized critical processing.

When the IoT, fog computing, and cloud computing are integrated into one system, this integrated system can offer

an advanced and comprehensive platform for developing and operating many smart city applications . In

such a platform, all entities of smart cities like cars, individuals, buildings, roads, hospitals, and power and water

plants are equipped with IoT components, which are connected together and linked with fog computing and cloud

computing platforms executing smart programs to improve the capabilities and features of smart cities.

2. iIFCs Utilization Issues

Although iIFCs can provide several benefits for smart city applications, their effective utilization involves several

issues such as heterogeneity, integration, reliability, effectiveness, etc., which need to be addressed.
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One of the major advantages of fog nodes is their closeness to the IoT components and ability to provide real-time

support. Using fog nodes can provide localized system resources to support the real-time capabilities of IoT-based

applications, in a smart city . Fog nodes in a smart city can be close to different IoT devices where data is

generated and where most actions are needed. However, fog nodes may have limited resources and with

increasing load, they will not be able to provide the necessary real-time support, thus lowering the value of using

them. One approach to address this is to enable active collaboration among multiple fog nodes. Collaboration

between fog nodes in close proximity to each other will enable better utilization of their resources and an enhanced

ability to achieve real-time performance. With fog node collaboration, better load balancing across these nodes is

achieved and situations where some nodes become overloaded while there are other nodes with low loads can be

eliminated . However, adding features to enable fog nodes collaboration is also a complex task, as several

issues must be addressed. These include allowing fog nodes to monitor each other’s loads, creating efficient

replication and migration techniques, managing collective resources, and optimizing services and resources

allocation to achieve load balancing which will satisfy the real-time requirements.

Furthermore, it is important to utilize different advanced approaches, such as software-defined-networking  and

mobility-aware application scheduling , to effectively support mobility. These issues will further complicate the

necessary integration requirements and increase the overall complexity of developing these features for smart city

applications with mobile components.

Developing smart city applications that run on iIFCs and ensuring that they meet several functional and

nonfunctional requirements is challenging. There are some development environments designed to enable the

development and operations of smart city applications on iIFCs. Examples are SmartCityWare  and FogFlow .

These development environments provide a base upon which to build services for such applications. However,

these environments are limited and do not provide comprehensive solutions for developing, operating, and testing

smart city applications and services. There is still a need for more innovative development environments that can

deal with both functional and non-functional requirements for iIFCs for smart city applications.

3. Optimization with iIFCs

Many real-world problems in smart cities are considered optimization problems. Examples include finding the

optimal traffic-light configuration or creating optimal process schedules to improve some predefined performance

metrics. Therefore, the use of optimization methods can provide advantageous features to applications for smart

cities. Optimization methods can benefit significantly from the availability of iIFCs, which enables the collection and

analysis of relevant data. The final outcome of these optimization methods can be decision support or even fully

automated actions. As thousands (possibly millions) of IoT devices collect smart city data, fog nodes can become

the organization and filtering point before shipping data to the cloud. Integrated fog nodes can also do some of the

local processing and monitoring using the collected data from the IoT devices directly connected to them. They can

in real-time make the necessary decisions and take the appropriate actions. All data eventually will reach the cloud

for more in-depth analysis and optimizations on a larger scale. The challenge for the use of such optimization

methods is defining performance measures and objectives using formal specification, analysis, and measurement
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models. Typically, smart city problems are multidimensional, yielding multi-objective optimization problems. This

implies that different performance measures target different areas, and all of them need to be quantified and

weighted with respect to their importance. With the support of iIFCs that can accurately provide the necessary data

and measurements, the use of optimization methods will result in more efficient operations and better utilization of

smart city resources.

Different intelligent algorithms and ML techniques can be used to support optimizations for iIFCs based on the

smart city applications. Alli and Alam  developed a ML-based approach to secure computation offloading

schemes in iIFCs for smart city applications. This approach supports employing the fog nodes for processing large

amounts of data generated by many IoT devices, accelerates processing of large tasks, and conserves energy in

the IoT devices. The authors used the Neuro-Fuzzy model and Particle Swarm Optimization (PSO) via the smart

gateway to select an optimal fog node for computation offloading. If the fog node does not have enough resources

for the workload, it sends it to the cloud.

Efficient optimization is also needed for effective service placement in the fog environment to support smart city

applications that run on iIFCs. To achieve good support for these applications, it is important to manage and

optimize service placement methods . Canali and Lancellotti  proposed a heuristic solution based on genetic

algorithms for placing smart city services on fog nodes. Both the communication delay and the processing time on

the fog nodes are considered in this optimization. Choi and Ahn  proposed another service placement approach

based on the logical fog network and the pre-obtained service demand as defined by previous usage. This

approach considers the nature of such large-scale smart city applications and the need for a scalable service

placement approach. The authors found that service placement based on pre-obtained demand can improve the

utilization of the resources available to fog nodes; however, a service migration capability is needed for this

approach. Zhu et al.  proposed an optimization technique for service allocations on vehicular fog computing. In

this model, a trade-off is preserved between the service delay and quality level.

Data collection is at the core of the emergence of smart services, since efforts to optimize services, learn patterns,

and predict trends that are mainly based on how systems behave and behaved historically. The ease of collection

and availability of data is the key to enabling and enhancing most of these smart city applications. Optimization

techniques, in particular, require extensive knowledge of past processes and their performance. In addition, they

require detailed information on the resources, capabilities, availability, and overall conditions of the running

systems. The data must also be accessible to various processes at different levels, whether in IoT locations, on the

edge, or in the cloud. The iIFCs provide a suitable architecture to support data collection and analysis at all levels.

The inherent characteristic of IoT devices is that they collect data. Fog nodes can, to some extent, store, and

process that data, while the cloud offers flexible and large-scale resources for storage and processing, making it

possible to use high-performance methods for optimization. Collectively, and with the correct allocation of

necessary tasks, the iIFC is an ideal infrastructure for the optimization processes of smart city applications.

4. Smart City Networking Architectures and Communication
Requirements
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In the following discussion, we focus on the link between the IoT smart city devices and fog platforms. Applications

with short-range communication, such as smart buildings and smart water networks, can utilize protocols from the

personal area network (PAN) classes, such as IEEE 802.15.4 (Zigbee) and 801.15.1 (Bluetooth) . These

protocols are usually distinguished by lower bandwidth, low energy consumption, and short-range communication.

Applications and services demanding longer ranges, like intelligent transportation and manufacturing and control,

can use protocols in the local area network (LAN) class, such as IEEE 802.11 . Applications involving wide-

range communication, such as UAVs and smart grids, can use wide area network (WAN) protocols, such as IEEE

802.16 , cellular, and satellite communication. All of these protocols can support asynchronous and synchronous

data connections. Asynchronous data connections can be used for smart city applications with best-effort traffic,

which can tolerate delay. These applications include structure monitoring and data-gathering services. Such

services can be a part of smart city applications such as smart structural health management, smart water

networks, smart sewage and waste management, smart environmental monitoring, and smart energy.

Synchronous data connections can be used for smart city applications with data traffic requiring more stringent

QoS requirements, such as bandwidth and delay  such as real-time and multimedia communications. Services

that generate such traffic can be a part of smart city applications, such as smart transportation, smart public safety

and security, and smart healthcare and wellness. These applications may be using cameras to monitor and transfer

captured videos of different situations to determine the appropriate actions, which must be done in real-time.

Additionally, these networking protocols provide security and reliability functions. Though, majority of these security

functions need extra processing and can create additional delay and consume a significant energy amount.

Consequently, these considerations should be considered before enabling these features.

Additionally, some smart city applications require very low end-to-end communication delays. Examples of such

smart city applications are smart transportation and smart grids. Delays are not tolerated, since the control

information being communicated needs to reach its destination within a few micro- or milli-seconds to support

reliable control systems and quick response times so as to avoid the possibility of physical damages or collisions.

In contrast, other applications have a higher tolerance for communication delay, such as UAV applications that

collect sensor data for future analysis.

Energy efficiency is also a critical necessity for smart city applications, though various applications that have in-

house power sources, like smart grid systems, can work with high energy consumption protocols . Other smart

city applications have very limited energy sources and require protocols that consume less power. Some examples

include UAV-based smart city applications and applications for remote pipeline monitoring . It is also imperative

to consider that some applications such UAV-based smart city applications and remote pipeline monitoring use

wireless communication . Others, such as smart grids and smart buildings, use both wired and wireless

communication networks. In addition, some applications need mobility support while others do not. These are

important requirements that need to be considered in connecting with other systems such as fog and cloud

computing.
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