
Ontological Modeling and Clustering Techniques for
Service Allocation
Subjects: Computer Science, Interdisciplinary Applications

Contributor: Marcelo Karanik, Iván Bernabé-Sánchez, Alberto Fernández

In complex distributed IoT-based applications, multiple and heterogeneous IoT devices are deployed in a given

environment. Those devices typically act as information input providers (e.g., sensor networks) or actuators. Edge

computing arose as a solution to reduce the high demand for data traffic between IoT devices and the cloud that

processes them. Moreover, several notions have been introduced to shape the gap between the cloud and edge, like fog

or mist computing.
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1. Introduction

In the last few years, we have witnessed the increasing development of the Internet of Things (IoT), where physical

devices form interconnected systems. In complex distributed IoT-based applications, multiple and heterogeneous IoT

devices are deployed in a given environment. Those devices typically act as information input providers (e.g., sensor

networks) or actuators. Edge computing arose as a solution to reduce the high demand for data traffic between IoT

devices and the cloud that processes them. Moreover, several notions have been introduced to shape the gap between

the cloud and edge, like fog or mist computing . One of the current research areas is application/service orchestration in

the edge–cloud continuum , that is, deciding where to offload applications based on the computing characteristics of

heterogeneous edge nodes, as well as requirements such as the network load, execution time and carbon emissions .

The aforementioned technologies are essential components on which smart cities are based. This is also the case for

large smart areas suffering from harsh environments, with multiple IoT devices geographically distributed. In these

environments, devices may suffer frequent contingencies (e.g., loss of connectivity, low battery autonomy, etc.) due to

changing weather conditions or other unexpected events. While assuring the correct functioning of complex IoT systems

in controlled environments (e.g., smart buildings) is not easy, doing so in large, hard and changing environments is a real

challenge. Many developments working for smart cities are also useful for such complex smart areas. However, they

require additional aspects to face the mentioned issues.

2. Ontological Modeling and Clustering Techniques for Service Allocation
on the Edge

One of the goals of edge computing is to bring computing resources closer to devices. Edge computing  eliminates the

need to use a cloud environment for extensive computations because edge computing provides computing resources,

such as memory and processors, at the edge of the network (such as the base station ), so devices can use these local

computational resources and not the remote resources located in the cloud. In edge computing, resource allocation

mechanisms are used to assign computing resources to tasks or services located at the edge of the network. Switching

processing tasks between computational resources is not an easy task because, if it is not performed correctly, the

computational resources may be exhausted or the tasks may not be able to be performed. The environments formed by

mobile devices, edge computing and cloud computing make up ecosystems of computational resources where software

can be deployed somewhere in the system to be executed in the most suitable place. Resource allocation mechanisms

calculate the best location based on preset objectives. In this direction, several works propose resource allocation

mechanisms with different objectives, such as optimizing the energy consumption, bandwidth or computation. In ,

allocation tasks are made to reduce energy consumption. Goudarzi et al.  propose a model to optimize aspects of the

energy consumption and execution time in the distribution of tasks between IoT devices and servers located in the fog or

the cloud , unlike , which proposes a strategy based on the allocation of physical resources to minimize the energy

consumption and processing time of the overall system. In , another type of problem is considered in which task
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allocation is performed taking into account the energy consumption, connectivity time and amount of data to be

transferred.

Optimizing the allocation of resources according to aspects of the energy savings, bandwidth or amount of data used is an

important aspect in smart cities. However, the optimization in the task allocation based on computing nodes’ capability is

crucial for the proper functioning of the services. In this line, several works propose solutions taking into account

computational aspects. For example, Pan and Li  propose to consider the computing capability of the mobile device and

then determine whether the task needs to be offloaded. In that case, the algorithm transfers the tasks to the edge

computing servers with the highest capacity. In , virtualization mechanisms are proposed to allocate resources to

satisfy task requirements. Finally, other authors propose to use clustering mechanisms to manage resources according to

the task priorities  and the overload of CPU, communications and I/O operations .

To explore the solutions mentioned above, various studies have introduced novel mechanisms for managing these tasks,

such as those presented in works such as . Additionally, some works propose adapting pre-existing algorithms and

applying them to the specific domain of resource and task allocation, such as .

The solutions described have been designed for specific domains, and their application to other domains is complicated

by the fact that they have been designed for a specific context. This implies that similar concepts appear in different works

but are represented differently. In addition, there is a gap between the concepts that people use and the data that systems

interpret. To overcome this problem, using semantic descriptions facilitates the common definition of the elements

between people and computers when handling information. Semantic representation mechanisms provide a common

language or structure for modeling IoT devices and service data, irrespective of the format. Typically involving a graph

structure , semantic representation enables the interpretation of data beyond textual information. This would imply

reducing human intervention by reducing the rate of errors introduced and increasing the speed of allocation.

Works such as  have explored the application of ontologies in cloud environments. The mOSAIC ontology  is one of

the most important examples. mOSAIC offers a description detailed of cloud computing resources, and it is focused on

interoperability within cloud-based systems. However, this solution is not tailored to address the IoT devices, such as

sensors, actuators and gateways. Some ontologies have been specifically developed to model those devices. For

instance, the Semantic Sensor Network ontology (SOSA/SSN)  is designed to describe sensor and actuator networks,

detailing their capabilities, characteristics of interest and observations. SOSA/SSN is used as the core for the creation of

other ontologies. Another relevant ontology is the Smart Applications REFerence Ontology (SAREF) , which is

specifically designed to model devices and their functions. SAREF is aligned with the oneM2M base ontology , which

enables syntactic and semantic interoperability between devices and external systems. This strategic alignment enhances

the overall effectiveness of semantic representation in the IoT domain.
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