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Machine Learning (ML) has been used for a long time and has gained wide attention over the last several years. It can

handle a large amount of data and allow non-linear structures by using complex mathematical computations. However,

traditional ML models do suffer some problems, such as high bias and overfitting. Therefore, this has resulted in the

advancement and improvement of ML techniques, such as the bagging and boosting approach, to address these

problems.
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1. Introduction

Water pollution is a critical issue in Malaysia with a negative impact on water resources sustainability, which can cause an

inadequate water supply to all people even though a large number of water resources are available . The most

important natural resource issue that humanity will have to address in the 21st century is water . The combined impacts

of human activities and climate change have resulted in significant changes in the run-off from many rivers and increasing

water scarcity . Water scarcity not only poses a threat to human life and social development, but also has a significant

impact on the Gross Domestic Product . To reduce the impact of water pollution, the monitoring and assessment of river

water quality is crucial.

Water Quality Index (WQI) is an index that can represent the overall water quality status with a single score of the

subindex based on six parameters, which are Dissolved Oxygen (DO) in percentage of saturation, Biochemical Oxygen

Demand, Ammoniacal Nitrogen, pH, Total Suspended Solid (TSS) and Chemical Oxygen Demand . It ranges from 0 to

100 and indicates the class of the water, whether it is clean, slightly polluted or polluted. If the WQI falls within the range of

81 to 100%, the river water status is classified as ‘clean’, a range between 60 to 80% as ‘slightly polluted’ and a range 0 to

59% as ‘polluted’ .

2. Machine Learning in Prediction of Water Quality Classification  

Many studies have been conducted to address water quality problems. Most works employ manual laboratory analysis

and statistical analysis to assist in regulating water quality , while other studies use Machine Learning methods to

help to obtain optimized solutions to water quality problems . A local researcher that used laboratory analysis

has contributed to the understanding on the issue of water quality in Malaysia. Alias  collected water samples from 11

stations along the Pengkalan Chepa river basin, Kelantan, and analyzed them using Multi-Probe System for in situ tests

and manual laboratory analysis for ex situ tests. It was found that the river was slightly polluted due to anthropogenic

activities. Al-Badaii et al.  collected water samples from eight stations along the Semenyih river, Selangor, and analyzed

them using manual laboratory analysis. They found that the Semenyih river was slightly polluted by suspended solids,

nitrogen, ammoniacal nitrogen (NH N) and chemical oxygen demand (COD). Moreover, the river was extremely polluted

with fecal coliform and phosphorus. This encouraged the further exploration of Machine Learning methodologies in the

field of water quality.

Many works had been conducted to predict water quality using Machine Learning (ML) approaches. Some researchers

used the traditional Machine Learning models, such as Decision Tree , Artificial Neural Network , Support

Vector Machine , K-Nearest Neighbors  and Naïve Bayes . However, in recent years, some

researchers are moving towards more advanced ML ensemble models, such as Gradient Boosting and Random Forest

.
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Traditional Machine Learning models, such as the Decision Tree model, are frequently found in the literature and

performed well on water quality data. However, decision-tree-based ensemble models, including Random Forest (RF) and

Gradient Boosting (GB), always outperform the single decision tree . Among the reasons for this are its ability to

manage both regular attributes and data, not being sensitive to missing values and being highly efficient. Compared to

other ML models, decision-tree-based models are more favorable to short-term prediction and may have a quicker

calculation speed . Gakii and Jepkoech  compared five different decision tree classifiers, which are Logistic Model

Tree (LMT), J48, Hoeffding tree, Random Forest and Decision Stump. They found that J48 showed the highest accuracy

of 94%, while Decision Stump showed the lowest accuracy. Another study by Jeihouni et al.  also compared five

decision-tree-based models, which are Random Tree, Random Forest, Ordinary Decision Tree (ODT), Chi-square

Automatic Interaction Detector and Iterative Dichotomiser 3 (ID3), to determine high water quality zones. They found that

ODT and Random Forest produce higher accuracy compared to the other algorithms and the methods are more suitable

for continuous datasets.

Another popular Machine Learning model to predict water quality is Artificial Neural Network (ANN). ANN is a remarkable

data-driven model that can cater both linear and non-linear associations among output and input data. It is used to treat

the non-linearity of water quality data and the uncertainty of contaminant source. However, the performance of ANN can

be obstructed if the training data are imbalanced and when all initial weights of the parameter have the same value. In

India, Aradhana and Singh  used ANN algorithms to predict water quality. They found that Lavenberg Marquardt (LM)

algorithm has a better performance than the Gradient Descent Adaptive (GDA) algorithm. Abyaneh  used ANN and

multivariate linear regression models in his research and found that the ANN model outperforms the MLR model.

However, the research only assessed the performance of the ANN model using root-mean-square error (RMSE),

coefficient of correlation (r) and bias values. Although ANN models are the most broadly used, they have a drawback as

the prediction power becomes weak if they are used with a small dataset and the testing data are outside the range of the

training data .

Support Vector Machine has also been extensively used in water quality studies. Some studies proved that SVM is the

best model in predicting water quality compared to other models. A study by Babbar and Babbar  found that Support

Vector Machine and Decision Tree are the best classifiers because they have the lowest error rate, which is 0%, in

classifying water quality class compared to ANN, Naive Bayes and K-NN classifiers. It also revealed that ML models can

quickly determine the water quality class if the data provided represent an accurate representation of domain knowledge.

In China, Liu and Lu  developed the SVM and ANN model to predict phosphorus and nitrogen. They found that SVM

model achieves a better forecasting accuracy compared to the ANN model. This is because the SVM model optimizes a

smaller number of parameters acquired from the principle of structural risk minimization, hence avoiding the occurrence of

overtraining data to have a better generalization ability . This is supported by another study in Eastern Azerbaijan, Iran

. They found that SVM has a better performance compared to the K-Nearest Neighbor algorithm in estimating two

water quality parameters, which are total dissolved solid and conductivity. The results showed smaller error and higher R

than the results attained in Abbasi et al.’s report . Naïve Bayes has also been widely used for predicting water quality. A

study by Vijay and Kamaraj  found that Random Forest and Naïve Bayes produce better accuracy and low

classification error compared to the C5.0 classifier. However, traditional ML models, for example, Decision Tree, ANN,

Naïve Bayes and SVM, do not perform well. They have some weaknesses, such as a high tendency to be biased and a

high variance . For example, SVM uses the structural risk minimization principle to address overfitting problem in

Machine Learning by reducing the model’s complexity and fitting the training data successfully . Meanwhile, the Bayes

model uses prior and posterior probabilities in order to prevent overfitting problems and bias from using only sample

information. In ANN, the training process takes a longer time and overfitting problems may occur if there are too many

layers, while the prediction error may be affected if there are not enough layers . Overfitting is a fundamental issue in

supervised Machine Learning that prevents the perfect generalization of the model to fit the data observed on the training

data, as well as unseen data on the testing set. Hence, overfitting occurs due to the presence of noise, a limited training

set size, and classifier complexity . One of the strategies considered by many previous works to reduce the effects of

overfitting is to adopt more advanced methods, such as the ensemble method.

The ensemble method is a Machine Learning technique that combines several base learners’ decisions to produce a more

precise prediction than what can be achieved with having each base learner’s decision . This method has also gained

wide attention among researchers recently. The diversity and accuracy of each base learner are two important features to

make the ensemble learners work properly . The ensemble method ensures the two features in several ways based on

its working principle. There are two commonly used ensemble families in Machine Learning, which are bagging and

boosting. Both the bagging and boosting methods provide a higher stability to the classifiers and are good in reducing

variance. Boosting can reduce the bias, while bagging can solve the overfitting problem . A famous ensemble model

that uses the bagging algorithm is Random Forest. It is a classification model that uses multiple base models, typically
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decision trees, on a given subset of data independently and makes decisions based on all models . It uses feature

randomness and bagging when building each individual decision tree to produce an independent forest of trees. Random

Forest carries all the advantages of a decision tree with the added effectiveness of using several models . Another

popular ensemble model is Gradient Boosting. Gradient Boosting is a Machine Learning technique that trains multiple

weak classifiers, typically decision trees, to create a robust classifier for regression and classification problems. It

assembles the model in a stage-wise way similar to other boosting techniques and it generalizes them by optimizing a

suitable cost function. In the GB algorithm, incorrectly classified cases for a step are given increased weight during the

next step. The advantages of GB are that it has exceptional accuracy in predicting and fast process . Therefore,

advanced models, such as Random Forest and Gradient Boosting, should be employed to cater for the lack of basic ML

models.
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