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A cloud file synchronization service keeps the contents of files on a local device and in remote cloud storage the
same. With a file synchronization service, users can always keep their files on multiple devices up to date through
cloud storage, and they can also use a backup function. As file synchronization services become more common,
the capacity of local storage and remote cloud storage increases, and the capacity of the two storages become

different.

active file mode change directory activation ratio file synchronization

| 1. Introduction

A cloud file synchronization service keeps the contents of files on a local device and in remote cloud storage the
same. With a file synchronization service, users can always keep their files on multiple devices up to date through
cloud storage, and they can also use a backup function. As file synchronization services become more common,
the capacity of local storage and remote cloud storage increases, and the capacity of the two storages become
different. When the local storage of a new client device has a smaller capacity than the existing cloud storage, the
new device cannot accommodate all the files in the cloud storage. When local storage runs out, users must free up

space on local storage by deleting or moving files that are no longer needed.

To solve the problem of lack of local storage, commercial cloud file synchronization services such as Dropbox and
OneDrive provide the functionality to change files from local mode to online mode. The local mode of a file is a
normal mode in which file contents exist in both the local and cloud storage. On the other hand, an online mode file
keeps the original content only in cloud storage. In the local storage, the online mode file deletes file contents and
keeps only file attributes. Therefore, an advantage of the online mode file is that local storage can be saved by
deleting only the file contents while maintaining the file attributes on the local device. However, when a client
accesses an online mode file, it has a disadvantage in that the access delay time may be long because it must first
download the entire file content from the cloud storage and change it to the local mode. The larger the file size, the
longer the latency to access these online mode files. When there are many local mode files, local storage is used
as much as the file size allows, and when there are many online mode files, file access latency occurs at the cost

of saving local storage. In other words, there is a tradeoff between local storage usage and file access time.

Existing research on file synchronization MRIZEBIAIBIEII focuses on methods to improve synchronization

performance to efficiently process large files for many users, but do not support online and local mode change
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functions for synchronized files. Some commercial cloud file synchronization services BIRILIIL provide the
functionality to change the online and local modes of files, but this function only allows users to manually change

the mode of selected files on an on-demand basis. There are also cloud storage and distributed file systems 12][13]
(L4ILSIL6ILTIABILO20] and other multi-tiered storage systems [2L122123124][251[26][27][281[29][30] that use similar

approaches to the proposed file mode transition mechanism by prefetching or caching files among storages.
However, as they focus more on the performance of file access in costly high-layered storages, cache hit ratio or

prediction accuracy are the most important performance metric.

2. Active File Mode Transition Mechanism in File
Synchronization

2.1. File Synchronization Systems

Rsync [ is an algorithm and tool that synchronizes the client’s file with the remote server’s file. The rsync algorithm
has the advantage of reducing the data transfer cost for synchronization by using delta encoding to transmit only
the differences between the two files. Rsync is also a standard Linux utility, and many other synchronization tools
have been developed based on it. The file synchronization framework of this research was also developed based
on the rsync algorithm. However, the rsync algorithm does not contain information about the file mode, such as

whether the file is in online or local mode.

Research has been performed aiming to improve file synchronization performance in cloud storage [ZIEBI4ISIEIT,
Andriani et al. @ proposed a cloud storage synchronization architecture called Cloud4NetOrg. It is designed mainly
for users collaborating with corporate mass storage rather than personal storage. Cloud4NetOrg configured a two-
level cache and private network to improve the synchronization performance. Drago et al. Bl presented the results
of analyzing the synchronization design method of commercial cloud storage services through measurement
experiments and network packet analysis. Li et al. ¥ proposed an update-batched delayed synchronization (UDS)
mechanism to solve the problem that synchronization performance is significantly degraded when a file is
frequently modified with a small amount of modification. When a file modification event occurs, UDS does not
immediately synchronize with cloud storage several times, but rather waits until the total amount of modified data
reaches a threshold and then synchronizes that data all at once. Han et al. & proposed a safe and reliable
synchronization method called MetaSync by integrating existing cloud storage services. MataSync proposes the
pPaxos algorithm, which is a client-based modification of the existing Paxos Bl algorithm, and proposes a data
replication algorithm that reduces the cost of maintaining the consistency of replicated data in order to synchronize
file modifications consistently among multiple cloud services. Lopez et al. 8 proposed a StackSync architecture
that provides elastic file synchronization based on a lightweight message queue framework called ObjectMQ. The
elastic file synchronization is an efficient method of providing resources such as servers or message queue objects
according to synchronization overhead, by increasing or decreasing resources. Li et al. [ defined the Network
Traffic Usage Efficiency (TUE) in the synchronization process. They measured and analyzed this TUE value
through experiments targeting commercial cloud storage services and presented an efficient method to use the

synchronization traffic. As described above, various methods for improving file synchronization performance have
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been proposed, but they did not consider the costs of different file modes in terms of the local storage and file

access delay.

For commercial cloud storage services such as Dropbox, OneDrive, and Google Drive, specific file synchronization
methods are not disclosed. Instead, there has been research Bl that indirectly analyzed them through service
usage experiments and traffic analysis. In addition, technical documents RILAILL provide the characteristics of each
cloud storage service. Dropbox and OneDrive store the original files only on the server under the names of Smart
Sync and Files on Demand, respectively, and the client maintains only the meta information of the files to save
client storage space. However, these methods have a limitation in that the user manually selects the files and

changes them to either online or local mode.

2.2. Cloud Storage and Distributed File Systems

Research related to cloud storage and distributed file systems has also been conducted [12[231[14](15][16][17][18]{19][20]
Among legacy distributed file systems are the Andrew File System (AFS) (12l and Coda File System 22, AFS used
file transfer and cache to improve the performance of accessing remote file at servers. Coda also uses the same
cache approach, and further provides disconnected operation when a client—server connection has failed. Bessani
et al. 14! proposed a Shared Cloud-backed File System (SCFS) that provides strong consistency to solve the
problems of reliability, durability, and file sharing inefficiency of existing cloud storage systems. Ghemawat et al. 13
introduced the Google File System (GFS), which is a scalable distributed file system suitable for large-scale data
processing applications. Additionally, GFS works on low-cost hardware while providing fault-tolerance technology
and providing superior performance to large clients. Muniswamy-Reddy et al. 18 proposed a method of providing
not only data but also historical information (Provenance) related to data creation and modification to cloud
storage. This includes information such as when the data was created and from which preceding data it was
modified. Duan et al. 22 proposed CSTORE, a cloud storage for the data management of many individual users
rather than the management of large-scale data. CSTORE strengthened data security by providing an independent
namespace for each user and avoided data conflicts in the process of multiple logins and file modification of the
same user based on log records. In addition, CSTORE used a method to avoid data duplication by managing data
at the block level. Shvachko et al. 28! deals with the Hadoop Distributed File System (HDFS), which focuses on the
distributed processing method of large-scale data. In HDFS, thousands of servers in a large cluster are designed to
reliably distribute and store large-scale data, and to continuously transmit large-scale data sets to user applications
at high speed. Chen et al. 19 proposes a prefetching mechanism by converting file path information into word
vector and applying it to RNN to detect file access pattern in GlusterFS 29, These research projects focused on
improving the performance of the file access and operation but did not deal with the local storage and the file

access delay issues through the online and local mode changes of files.

2.3. Multi-Tiered Storage Systems

Soundararajan et al. [21l proposes prefetching data blocks by analyzing the block access pattern per application

context in a storage area network. It analyzes the frequency of access order of data blocks and detects correlation

https://encyclopedia.pub/entry/44539 3/8



Active File Mode Transition Mechanism in File Synchronization | Encyclopedia.pub

of access history. AMP [22 prefetches metadata based on affinity of metadata access patterns in distributed

storage, where metadata servers and file servers are separated.

In the active archive system [23124] it is possible to repeatedly schedule the archiving start point to be performed at
a specific time. The archive target file can be set by the elapsed time since the last access or can be based on file
attribute values such as file size, file owner, and file type. Because the active archive system restores files to main
storage when accessing a link (or an online mode file), there is a recovery delay for all archived file accesses.
Amazon S3 Intelligent-Tiering 22 organizes storage with three or four layers and moves old files from higher layer
to lower layer storage. When a file in the lower layer storage is accessed, it moves to the top layer (Frequent
Access Tier) storage. As with the previous active archive systems, Amazon S3 also has the same problem of
restoring files when they are accessed. Cherubini et al. 281 proposed a file prefetching method for multi-tiered
archive storage systems. They select target files by applying machine learning to the metadata of accessed files to

predict future access patterns.

File prefetching also has been researched in the multi-tiered storage of high performance computing (HPC)
systems [Z7[28] Ajturkestani et al. [ZZ proposed multilayered buffer storage (MLBS), which is a data management
method in three layered storages of super computers for HPC. MLBS prefetches data if higher layered storage has
an empty buffer slot. Selection of prefetched files is based on whether the application processes in LIFO or FIFO.
In the research of Qian et al. 28 a HPC client of hierarchical storage management (HSM) architecture uses its
SSD as cache. Files to be cached are selected using file access information such as open/close events, client NID,
and job ID.

Some research approaches prefetching data in a more fine-grained manner (2229, |n the research of Khot et al.
(291 they consider the typical access patterns of different file types when file pages are prefetched to the cache in
the OS level. Prefetch window size is adjusted according to the file type. Devarajan et al. 2% proposed a method to
prefetch file segments in multi-tier storages, which is called HFetch. HFetch specifically focuses on a write-once-
read-many (WORM) data access model of scientific data workflow. After HFetch detects file access, it prefetches
the next file segment by analyzing the global view of the file access pattern with updated file offset, length, and

timestamp.

Multi-tiered storage systems that support file cache or prefetch are similar to the transition to the local mode of the
proposed mechanism, although their target domains are different. While caching takes place in an on-demand
manner, prefetching occurs in advance before the file is accessed. Table 1 summarizes their comparison in various
aspects. In the existing multi-tiered storage systems, cache hit ratio and prefetching accuracy are the main
important performance factors because the cache and prefetch target is costly high-layer storage (main purpose
and storage hierarchy columns in Table 1). In the proposed file synchronization system, on the other hand, as
client and server storages are not hierarchical and they are main storages used by a user, the selection accuracy
of local mode candidate files is not relatively important. Therefore, the proposed file mode change mechanism uses
a directory activation ratio as the criterion for changing a file to the local mode, which does not require as much

computing resources and historical information as prefetching methods for multi-tiered storage systems. Instead,

https://encyclopedia.pub/entry/44539 4/8



Active File Mode Transition Mechanism in File Synchronization | Encyclopedia.pub

researchers focus more on the balance of importance between client storage usage and file access delay, which
can be different according to user requirements (transition direction priority column in Table 1). For example, a file
can move between local or online mode, even in the same states of directory activation and local storage usage,

according to user’s preference.

Table 1. Comparison of proposed mechanism vs. multi-tiered storage systems.

. . . ... Transition
Storage Consistency Main Storage Transition Transition Transition Direction
Category Purpose Hierarchy Target Type Criteria Priority
Directory
activation
. . ratio
P | Fil ) Local/onl ’
(Gl LS Strong I e. . No File st download Yes
method storage synchronization mode time
storage
usage
Storage Data Block
(21] Area Weak Fast access No block Prefetch access No
Network pattern
L Metadata
D
(22] ;s:;t;utsd Weak Fast access No Metadata Prefetch access No
9 pattern
[23][24] Archive Weak Backup Yes File Restore on No
demand
| .
(25] el Weak Backup Yes File Restore ol No
storage demand
File
[26] Archive Weak Backup Yes File Prefetch access No
pattern
HPC Data
(27] Weak Fast access Yes Data Prefetch access No
storage
order
HPC File
(28] Weak Fast access Yes File Cache access No
storage . )
information
Local L
29] Weak Fast access Yes File page Prefetch access No
storage
pattern
[50] Local Weak Fast access Yes File Prefetch File No
storage segment access

https://encyclopedia.pub/entry/44539 5/8



Active File Mode Transition Mechanism in File Synchronization | Encyclopedia.pub

Transmonem, it is

Storage - Main Storage Transition Transition Transition . :
Consistency = - Direction
Category Purpose Hierarchy Target Type Criteria Priority rove file
pattern
Distributed File
(L] File Weak Fast access No File Prefetch access No
System pattern
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