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Semantic image segmentation is the task of assigning to each pixel the class of its enclosing object or region as its label,

thereby creating a segmentation mask. The success of deep networks for the semantic segmentation of images is limited by

the availability of annotated training data. The manual annotation of images for segmentation is a tedious and time-consuming

task that often requires sophisticated users with significant domain expertise to create high-quality annotations over hundreds

of images.
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1. Introduction

Semantic image segmentation is the task of assigning to each pixel the class of its enclosing object or region as its label,

thereby creating a segmentation mask. Due to its wide applicability, this task has received extensive attention from experts in

several areas, such as autonomous driving, robot navigation, scene understanding, and medical imaging. Owing to its huge

success, deep learning has become the de-facto choice for semantic image segmentation. Recent approaches have used

convolutional neural networks (CNNs)  and fully convolutional networks (FCNs)  for this task and achieved promising

results. Several recent surveys  describe the successes of semantic image segmentation and directions for

future research.

Typically, large volumes of labeled data are needed to train deep CNNs for image analysis tasks, such as classification, object

detection, and semantic image segmentation. This is especially so for semantic image segmentation, where each pixel in

each training image has to be labeled or annotated in order to infer the labels of the individual pixels of a given test image.

The availability of densely annotated images in sufficient numbers is problematic, particularly in domains such as material

science, engineering, and medicine, where annotating images is time consuming and requires significant user expertise. For

instance, while reading retinal images to identify unhealthy areas, it is common for graders (with ophthalmology training) to

discuss each image at length to carefully resolve several confounding and subtle image attributes . Labeling cells,

cell clusters, and microbial byproducts in biofilms take up to two days per image on average . Therefore, it is highly

beneficial to develop high-performance deep segmentation networks that can train with scantly annotated training data.

2. Semantic Segmentation with Scantly Annotated Data

Semantic segmentation  is one of the challenging image analyses tasks that has been studied earlier using image

processing algorithms and more recently using deep learning networks; see  for detailed surveys. Several image

processing algorithms based on methods including clustering, texture and color filtering, normalized cuts, superpixels, graph

and edge-based region merging, have been developed to perform segmentation by grouping similar pixels and partitioning a

given image into visually distinguishable regions  . More recent supervised segmentation approaches based on  use fully

connected networks (FCNs) to output spatial maps instead of classification scores by replacing the fully connected layers with

convolutional layers. These spatial maps are then up-sampled using deconvolutions to generate pixel-level label outputs.

Other decoder variants to transform a classification network to a segmentation network include the SegNet   and the U-Net

.

Currently, deep learning-based approaches are perhaps the de facto choice for semantic segmentation. Recently, Sehar and

Naseem  , reviewed most of the popular learning algorithms (∼120) for semantic segmentation tasks, and concluded the

overwhelming success of deep learning compared to the classical learning algorithms. However, as pointed out by the

authors, the need for large volumes of training data is a well-known problem in developing segmentation models using deep

networks. Two main directions that were explored earlier for addressing this problem are the use of limited dense annotations

(scant annotations) and the use of noisy image-level annotations (weakly supervised annotations). Active learning and semi-

supervised learning are two popular methods in developing segmentation models using scant annotations and are described

below.
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2.1. Active Learning for Segmentation

In the iterative active learning approach, a limited number of unlabeled images are selected in each iteration for annotation by

experts. The annotated images are merged with training data and used to develop the next segmentation model, and the

process continues until the model performance plateaus on a given validation set. Active learning approaches can be broadly

categorized based on the criteria used to select images for annotation and the unit (images, patches, and pixels) of

annotation. For instance, in , FCNs are used to identify uncertain images as candidates, and similar candidates are pruned

leaving the rest for annotation. In , the drop-out method from  is used to identify candidates and then discriminatory

features of the latent space of the segmentation network are used to obtain a diverse sample. In , active learning is

modeled as an optimization problem maximizing Fisher information (a sample has higher Fisher information if it generates

larger gradients with respect to the model parameters) over samples. In , sample selection is modeled as a Boolean

knapsack problem, where the objective is to select a sample that maximizes uncertainty while keeping annotation costs below

a threshold. The approach in   uses 50% of the training data from the MICCAI Gland challenge (85 training, 80 test) and

lymph node (37 training, 37 test) datasets;    uses 27% of the training data from MR images dataset (25 training, 11 test);

   uses around 1% of the training data from an MR dataset with 51 images; and  uses 50% of the training data from 1,247

CT scans (934  training, 313 test) and 20% annotation cost. Each of these works produces a model with the same

performance as those obtained by using the entire training data.

The unit of annotation for most active learning approaches used for segmentation is the whole image. Though the approach in

 chooses samples with least annotation cost, it requires experts to annotate the whole image. An exception to these are 

, where 2D patches are used as the unit of annotation. While active learning using pixel-level annotations (as used by

SSPA approach) is rare, some recent works show how pixel-level annotations can be cost effective and produce high-

performing segmentation models . Pixel-level annotations require experts to be directed to the target pixels along with the

surrounding context, and such support is provided by software prototypes, including those such as the PIXELPICK described

in . There are several domain-specific auto-annotators exist for medical images and authors have also developed a

domain-specific auto-annotator for biofilms that will be released soon to that community.

2.2. Semi-Supervised Segmentation with Pseudo-Labels

Semi-supervised segmentation approaches usually augment manually labeled training data by generating pseudo-labels for

the unlabeled data and using these to generate segmentation models. As an exception, the approach in  uses K-means

along with graph cuts to generate pseudo-labels and use these to train a segmentation model, which is then used to produce

refined pseudo-labels, and the process is repeated until the model performance converges. Such approaches do not use any

labeled data for training. A more typical approach in  first generates a segmentation model by training on a set of scant

expert annotations, and the model is then used to assign pseudo-labels to unlabeled training data. The final model is obtained

by training it on the expert-labeled data along with pseudo-labeled data until the performance converges. For a more

comprehensive discussion on semi-supervised approaches, please see .

2.3. The SSPA Approach

The segmentation with scant pixel annotations (SSPA) approach seamlessly integrates active learning and semi-supervised

learning approaches with pseudo-labels to produce high-performing segmentation models with cost-effective expert

annotations. Similar to the semi-supervised approach in , the SSPA does not require any expert annotation to produce the

base model. It uses an image processing algorithm based on the watershed transform  to generate pseudo-labels. The

base model generated using these pseudo-labels is then successively refined using active learning. However, unlike the prior

active learning approaches used for segmentation, it employs image entropy instead of image similarity to select top-k high

entropy or low entropy images for expert annotation. Further, unlike most of the earlier active learning approaches for

segmentation (with the exception of ), the unit of annotation is a pixel, targeting uncertain pixels only while other pixels are

labeled based on the behavior learned by the models.

In the SSPA  approach, expert annotations are obtained on demand only for the training samples identified in each active

learning step. Further, the unit of annotation is a pixel, and the process is terminated when the model performance plateaus or

no further refinements are possibly similar to . The SSPA approach outperforms state-of-the-art results in multiple datasets

including those used in .

The SSPA uses the watershed algorithm to generate pseudo-segmentation masks. This algorithm  treats an image

as a topographic surface with its pixel intensities capturing the height of the surface at each point in the image. The image is

partitioned into basins and watershed lines by flooding the surface from minima. The watershed lines are drawn to prevent the

merging of water from different sources. The variant of watershed algorithm used, the marker-controlled watershed algorithm
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(MC-WS) , automatically determines the regional minima and achieves better performance than the regular one. MC-WS

uses morphological operations  and distance transforms  of binarized images to identify object markers that are used as

regional minima.

In Petit et al.  , the authors proposed a ConvNets-based strategy to perform segmentation on medical images. They

attempted to reduce the annotation effort by using a partial set of noisy labels such as scribbles, bounding boxes, etc. Their

approach extracts and eliminates ambiguous pixel labels to avoid the error propagation due to these incorrect and noisy

labels. Their architecture consists of two stages. In the first stage, ambiguity maps are produced by using K  FCNs that

perform binary classification for each of the K classes. Each classifier is given the input of pixels only true positive and true

negative to the given class and the rest are ignored. In the second stage, the model trained at the first stage is used to predict

labels for missing classes, using a curriculum strategy  . The authors stated that only 30% of training data surpassed the

baseline trained with complete ground-truth annotations. Even though this approach allows recovering the scores obtained

without incorrect/incomplete labels, it relies on the use of a perfectly labeled sub-dataset (100% clean labels). This approach

was further extended to an approach called INERRANT    to achieve better confidence estimation for the initial pseudo-label

generation, by assigning a dedicated confidence network to maximize the number of correct labels collected during the

pseudo-labeling stage.

Pan et al.   proposed a label-efficient hybrid supervised framework for medical image segmentation, where the annotation

effort is reduced by mixing a large quantity of weakly annotated labels with a handful of strongly annotated data. Mainly two

techniques, namely dynamic instance indicator (DII) and dynamic co-regularization (DCR), are used to extract the semantic

clues while reducing the error propagation due to strongly annotated labels. Specifically, DII adjusts the weights for weakly

annotated instances based on the gradient directions available in strongly annotated instances, and DCR handles the

collaborative training and consistency regularization. The authors stated that the proposed framework shows competitive

performance only with 10% of strongly annotated labels, compared to the 100% strongly supervised baseline model. 

Zhou et al.   recently proposed a watershed transform-based iterative weakly supervised approach for segmentation. This

approach first generates weak segmentation annotations through image-level class activation maps, which are then refined by

watershed segmentation. Using these weak annotations, a fully supervised model is trained iteratively. However, this

approach carries many downsides, such as no control over initial segmentation error propagation in the iterative training,

requires many manual parameterization during weak annotation generation, and lack of grasping fuzzy, low-contrast and

complex boundaries of the objects . Segmentation error propagation through iterations can adversely impact model

performance, especially in areas requiring sophisticated domain expertise. In such cases, it may be best to seek expert help

in generating segmentation ground truth to manage boundary complexities of the objects and mitigate the error propagation of

weakly supervision.
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